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Abstract. An increasing number of recent information retrieval systems make 
use of ontologies to help the users clarify their information needs and come up 
with semantic representations of documents. A particular concern here is the 
integration of these semantic approaches with traditional search technology. 
The research presented in this paper examines how ontologies can be efficiently 
applied to large-scale search systems for the web. We describe how these 
systems can be enriched with adapted ontologies to provide both an in-depth 
understanding of the user's needs as well as an easy integration with standard 
vector-space retrieval systems. The ontology concepts are adapted to the 
domain terminology by computing a feature vector for each concept. Later, the 
feature vectors are used to enrich a provided query. The whole retrieval system 
is under development as part of a larger Semantic Web standardization project 
for the Norwegian oil & gas sector.  

1 Introduction 

A problem with traditional information retrieval (IR) systems is that they typically 
retrieve information without an explicitly defined domain of interest to the user. 
Consequently, the system presents a lot of information that is of no relevance to the 
user. The research presented in this paper examines how ontologies can be efficiently 
utilized for traditional vector-space IR systems. The ontologies are adapted to the 
document space within multi-disciplinary domains where different terminology is 
used. The objective is to enhance the user-experience by improvement of search result 
quality for large-scale search systems. 

One of the reasons for why IR systems do not have an explicitly defined domain of 
interest to the user is that most users tend to use very few terms (3 or less) in their 
search queries [1, 2]. As a result, the systems cannot understand the context of the 
user’s query, which results in lower precision. By adding more relevant terms to the 
query, the domain of interest can, to some extent, be identified. However, adding both 
correct and distinctive terms is not always trivial, since the user needs knowledge 
about the terminology used in that particular domain to find those correct terms. 

A novel and promising approach is concept-based search [3, 4, 5]. With this 
approach, the burden of knowing how the documents are written is taken off the user 
and hence the user can focus on searching on a conceptual level instead. One problem 
with this approach is to find good concepts. The approach described in [3, 5] finds 



concepts based on the result set of the search, which then are used to refine the search. 
However, the relationships between the concepts are neglected. 

Concepts and, in particular, relations between them can be specified in ontologies. 
Ontologies define concepts and the relationships among them [6]; therefore, they are 
often used to capture knowledge about domains. A growing number of IR systems 
make use of ontologies to help clarifying the information needs of the users, further 
described in section 3. However, a concern with these semantic approaches is the 
integration with traditional commercial search technologies.  

In our approach [7], we propose a query enrichment approach that uses 
contextually enriched ontologies to bring the queries closer to the user’s preferences 
and the characteristics of the document collection. The idea is to associate every 
concept (classes and instances) of the ontology with a feature vector (ƒv) to tailor 
these concepts to the specific document collection and terminology used. The 
structure of the ontology is taken into account during the construction of the feature 
vectors. The ontology and its associated feature vectors are later used for post-
processing of the results provided by the search engine. 

This paper is organized as follows. In section 2, we describe the context of this 
research. In section 3, related work is discussed. In section 4, we describe the 
approach including some research questions and the methodology used. Where in 
section 5, we present the current status of this research. Finally, section 6 concludes 
the paper. 

2 Research Context 

The context of this research is information retrieval utilizing ontologies. Furthermore, 
the work of this PhD is part of the Integrated Information Platform for reservoir and 
subsea production systems (IIP) project. The IIP project is funded by the Norwegian 
Research Council (NFR)1. The project started in 2004 and will end in 2007. The 
project employs two PhD students and one research scientist. 

The IIP project is creating an ontology for all subsea equipment used by oil and gas 
industry. Unlike other initiatives, this project endeavors to integrate life-cycle data 
spanning several standards and disciplines. A goal of this project is to define an 
unambiguous terminology of the domain and build an ontology that will ease 
integration of systems between disciplines. A common terminology is assumed to 
reduce risks and improve the decision making process in the industry. The project will 
also make this ontology publicly available and standardized by the International 
Organization for Standardization (ISO)2. 

                                                             
1 NFR project number 163457/S30 
2 http://www.iso.org/ 



3 State-of-the-Art 

Traditional information retrieval techniques (i.e., vector-space model) have an 
advantage of being fast and give a fair result. However, it is difficult to represent the 
content of the documents meaningfully using these techniques. That is, after the 
documents are indexed, they become a “bag of terms” and hence the semantics is 
partly lost in this process.  

In order to increase quality of IR much effort has been put into annotating 
documents with semantic information [8, 9, 10, 11]. That is a tedious and labor-
intensive task. Furthermore, hardly any search engines are using metadata when 
indexing the documents. AltaVista3 is one of the last major search engines which 
dropped its support in 2002 [12]. The main reason for this is that the meta information 
can be and has been misused by the content providers in the purpose of giving the 
documents a misleading higher ranking than it should have had [12]. However, there 
is still a vision that for ontology based IR systems on Semantic Web, “it is necessary 
to annotate the web’s content with terms defined in ontology” [13]. 

The related work to our approach comes from two main areas. Ontology based IR, 
in general, and approaches to query expansion, in particular. General approaches to 
ontology based IR can further be sub-divided into Knowledge Base (KB) and vector 
space model driven approaches. KB approaches use reasoning mechanism and 
ontological query languages to retrieve instances. Documents are treated either as 
instances or are annotated using ontology instances [13, 14, 15, 16]. These approaches 
focus on retrieving instances rather than documents. Some approaches are often 
combined with ontological filtering [17, 18, 19].  

There are approaches combining both ontology based IR and vector space model. 
For instance, some start with semantic querying using ontology query languages and 
use resulting instances to retrieve relevant documents [16, 20]. [20] use weighted 
annotation when associating documents with ontology instances. The weights are 
based on the frequency of occurrence of the instances in each document. [21] 
combines ontology usage with vector-space model by extending a non-ontological 
query. There, ontology is used to disambiguate queries. Simple text search is run on 
the concepts’ labels and users are asked to choose the proper term interpretation. A 
similar approach is described in [22] where documents are associated with concepts in 
the ontology. The concepts in the query are matched to the concepts of the ontology 
in order to retrieve terms and then used for calculation of document similarity. 

[17] is using ontologies for retrieval and filtering of domain information across 
multiple domains. There each ontology concept is defined as a domain feature with 
detailed information relevant to the domain including relationships with other 
features. The relationships used are hypernyms (super class), hyponyms (sub class), 
and synonyms. Unfortunately, there are no details in [17] provided on how a domain 
feature is created.  

Most query enrichment approaches are not using ontologies like [3, 4, 5]. Query 
expansion is typically done by extending provided query terms with synonyms or 
hyponyms (cf. [23]). Some approaches are focusing on using ontologies in the process 
of enriching queries [15, 17, 22]. However, ontology in such case typically serves as 
                                                             
3 AltaVista, http://www.altavista.com/ 



thesaurus containing synonyms, hypernyms/hyponyms, and do not consider the 
context of each term, i.e. every term is equally weighted. 

[4] is using query expansion based on similarity thesaurus. Weighting of terms is 
used to reflect the domain knowledge. The query expansion is done by similarity 
measures. Similarly, [3] describes a conceptual query expansion. There, the query 
concepts are created from a result set. Both approaches show an improvement 
compared to simple term based queries, especially for short queries. 

The approaches presented in [5, 24] are most similar to ours. However, [5] is not 
using ontologies but is reliant on query concepts. Two techniques are used to create 
the feature vectors of the query concepts, i.e. based on document set and result set of a 
user query. While the approach presented in [24] is using ontologies for the 
representation of concepts. The concepts are extended with similar words using a 
combination of Latent Semantic Analysis (LSA) and WordNet4. Both approaches get 
promising results for short or poorly formulated queries. 

To show the difference from the related work discussed above we emphasize on 
the main features of our approach as follows. Our approach relies on domain 
knowledge represented in ontology when constructing feature vectors, then traditional 
vector-space retrieval model is used for the information retrieval task, where feature 
vectors are used to enrich provided queries. The main advantage of our approach is 
that the concepts of an ontology is tailored to the terminology of the document 
collection, which can vary a lot even within the same domain. 

4 Research Approach 

The overall objective of this research is to enhance the user-experience by improving 
search result quality for large-scale search systems. This objective contains the 
following sub goals: 
• Explore and analyze the usage of ontologies for large-scale search systems for the 

web. 
• Contribute with a method for applying ontologies efficiently to large-scale search 

systems for the web. 

                                                             
4 WordNet, http://wordnet.princeton.edu/ 



 Fig. 1. Overview of research approach with the different main components and the relationship 
between them.  

Fig. 1 depicts the overall approach of this research. The research is divided into 
two main areas, which are Ontology-Driven Information Retrieval and Evaluation. 
The former deals with aspects regarding ontologies in IR systems and different 
strategies of using ontologies and the latter deals with aspects regarding evaluation of 
ontology-driven IR systems, quality of IR ontologies, and user interface of ontology-
driven IR systems. Fig. 1 also shows how the research questions, described in section 
4.1, and relevant published papers, described in section 5.2, relates. 

4.1 Research Questions 

Research questions relevant to this work are as follows: 
Q1: Can the retrieval effectiveness of large-scale search systems be improved by 

utilizing ontologies? 
Q2: What components of large-scale search systems will benefit of using 

ontologies? 
Q3: How can ontologies be used to help the user to improve the user experience of 

search systems? 
Q4: What features of an ontology influence on the search quality? 
Q5: How to provide the search system with more information of the user’s intention 

of a query? 
Q6: How to evaluate search systems where the user experience is taken into 

consideration? 
Q7: How can ontologies be used to enhance search systems for web? 

4.2 Research Method 

This research will consist of several tasks being part of a cycle illustrated in Fig. 2. 
This cycle will be used for all the areas of research illustrated in Fig. 1 and will be an 
iterative process. The tasks are as follows: 



Theoretical Framework: 
 This task mainly consists of doing literature studies and establishing the state-of-

the-art within the relevant areas of this research. A new theory will be created 
being inspired by the literature survey and the results from preliminary evaluations. 

Implementation: 
 This task consists of implementing the theories created in the previous task for 

testing.  
Testing: 

 The testing will be done using both quantitative and qualitative methods depending 
on what is being tested. For laboratory testing, typically precision and recall [25] 
measures will be used. Questionnaires will also be used since precision and recall 
does not take into account i.e. the user experience. In addition, it might be 
necessary to use observations and/or semi-structured interviews to gather all 
knowledge about the user experience of using the prototypes. 

 Different test collections will be used depending on the ontologies. As part of the 
IIP project both some ontologies and text collections within the oil and gas domain 
will be available. Wikipedia5 will also be used as a text collection for testing usage 
of smaller ontologies both manually created and found on the Web. In addition, the 
API from Yahoo will be used for large-scale search testing. 

Analysis: 
 The results of the testing will be analyzed and compared with previously gathered 

results. Based on this analysis the theoretical framework will be revised or a new 
one will be created, which next will be implemented and tested, etc. 
 

Fig. 2. Research tasks cycle. The cycle illustrates the tasks that are used for each individual 
aspect of the overall approach depicted in Fig. 1. 

 

                                                             
5 Available for download from: http://download.wikimedia.org 



5 Approach and Research Status 

In this section the proposed architecture and some preliminary results are presented. 

5.1 Proposed Architecture 

Fig. 3 illustrates the overall architecture of the ontology-driven information retrieval 
system. Next the individual components of the system are briefly described. 

 Fig. 3.  The overall architecture of the ontology-driven information retrieval system. The no-
transparent objects illustrate the components of the system. The outlined components illustrate 
those components being the contribution of this work to typically existing IR systems. 

Feature vector miner: This component extracts the terms from the document 
collection and associates them with relevant concept(s) from the ontologies. The fv 
index is created offline equal to the index of the search engine. 

Indexing engine: The main task of this component is to index the document 
collection. The indexing system is built on top of Lucene6, which is a freely available 
and fully featured text search engine from Apache7. We will also do experiments 
using the index provided by Yahoo. 

Query enrichment: This component handles the query specified by the user. The 
query can initially consist of concepts and/or ordinary terms (keywords). The 
concepts will be replaced by corresponding fvs. Each concept or term can be 
individually weighted. This component is further described in [7]. 

Onto-driven retrieval engine: This component performs the search and post-
processing of the retrieved results. The ontologies and their corresponding fvs are 
used when post-processing the retrieved documents before presented to the user.  
                                                             
6 http://lucene.apache.org/ 
7 http://www.apache.org/ 



5.2 Preliminary Results 

Some components of the proposed architecture shown in Fig. 3 are implemented and 
individually tested. These components are all related to the Query enrichment 
component that was presented in a paper [7] at the NLDB 2006 conference8, depicted 
as paper 1 in Fig. 1. Main architectural components and techniques constituting the 
method were presented in that paper. The components implemented are built upon the 
full-text retrieval engine Lucene from Apache. As research reported here is still in 
progress, we have not been able to formally evaluate the approach. However, 
preliminary results indicate that the quality of the feature vectors is very important for 
the quality of the search result. Further, we have proposed that concepts and ordinary 
terms or keywords of the query should be handled differently since they have 
different roles identified by the user. This proposal is described in paper [26], 
depicted as paper 2 in Fig. 1. 

6 Conclusion 

In this PhD work we will explore and analyze methods for utilizing ontologies to 
improve the retrieval quality. The concepts in the ontology are associated with 
contextual definitions in terms of weighted feature vectors tailoring the ontology to 
the content of the document collection. Further, the feature vectors are used to enrich 
a provided query. Query enrichment by feature vectors provides means to bridge the 
gap between query terms and terminology used in a document set, and still employing 
the knowledge encoded in the ontology. 
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