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Abstract. Information extraction is concerned with applying natural language 
processing to automatically extract the essential details from text documents. 
A great disadvantage of current approaches is their intrinsic dependence to the 
application domain and the target language. Several machine learning tech-
niques have been applied in order to facilitate the portability of the information 
extraction systems. This paper describes a general method for building an in-
formation extraction system using regular expressions along with supervised 
learning algorithms. In this method, the extraction decisions are lead by a set 
of classifiers instead of sophisticated linguistic analyses. The paper also shows 
a system called TOPO that allows to extract the information related with natu-
ral disasters from newspaper articles in Spanish language. Experimental results 
of this system indicate that the proposed method can be a practical solution for 
building information extraction systems reaching an F-measure as high as 
72%. 

1 Introduction 
The technological advances have brought us the possibility to access large amounts 
of textual information, either in the Internet or in specialized collections. However, 
people cannot read and digest this information any faster than before. In order to 
make it useful, it is often required to put this information in some sort of structured 
format, for example, in a relational database. 

The information extraction (IE) technology is concerned with structuring the rele-
vant information from a text of a given domain. In other words, the goal of an IE 
system is to find and link the relevant information while ignoring the extraneous and 
irrelevant one [2]. The research and development in IE have been mainly motivated 
by the Message Understanding Conferences (MUC1). These conferences provide a 
decade of experience in the definition, design, and evaluation of this task. 

According to the MUC community, the generic IE system is a pipeline of compo-
nents, ranging from preprocessing modules and filters, to linguistic components for 
syntactic and semantic analysis, and to post-processing modules that construct a final 
                                                           
1 www.itl.nist.gov/iaui/894.02/related_projects/ 



answer [4]. These systems deal with every sentence in the text and try to come up 
with a full-scale syntactic, semantic, and pragmatic representation. Evidently, they 
have serious portability limitations since their construction demands a lot of hand-
crafted engineering to build the required grammars and knowledge bases. 

On the other hand, empiric or corpus based methods are encouraging for the de-
velopment of IE systems, and in general for many computational linguistics tasks 
(see [7] for a study). These methods automate the acquisition of knowledge by means 
of training on an appropriate collection of previously labeled documents. Unlike the 
traditional approach, they are based on pattern recognition instead of language un-
derstanding, and use shallow knowledge instead of deep knowledge. Their main 
advantages are portability and robustness. 

Most current IE systems apply linguistic techniques for text pre-processing and 
use empiric methods to automatically discover morpho-syntactic extraction rules. 
This combined scheme produces satisfactory results even when the common errors at 
the pre-processing stage impose a barrier at the output accuracy. It facilitates the 
domain portability, but complicates the extensive usage of the IE technologies in 
other languages than English that lack of robust natural language processing re-
sources. 

In this paper we propose a general empiric method for building IE systems. This 
method avoids using any kind of sophisticated linguistic analysis of texts. It models 
the IE task as a text classification problem [13]. Basically, it is supported on the 
hypothesis that the lexical items around the interesting information are enough to 
learn most extraction patterns. Therefore, the main characteristic of this proposal is 
its small dependence to the target language. 

In order to evaluate this method, we present a system called TOPO. This system 
allows to extract information about natural disasters from news reports in Spanish 
language. Our results demonstrate that our approximation can be fruitfully used to 
extract information from free-text documents. 

The rest of the paper is organized as follows. Section 2 describes previous work 
on information extraction using machine learning techniques. Section 3 presents our 
approach to information extraction based on text classification methods. Section 4 
shows a general IE system architecture based on this approach. Section 5 describes a 
real-world application and shows the results. Finally, section 5 concludes the discus-
sion. 

2 Related Work 
The use of machine learning (ML) methods in IE applications is mainly focused on 
the automatic acquisition of the extraction patterns. These patterns are used to extract 
the information relevant to a particular task from each single document of a given 
collection (see [9,10,17] for a survey). Current IE approaches, supported on super-
vised ML techniques, are divided in the following three categories: 

Rule Learning. This approach is based on a symbolic inductive learning process. 
The extraction patterns represent the training examples in terms of attributes and 
relations between textual elements. Some IE systems use propositional learning (i.e. 
zero order logic), for instance, AutoSlog-TS [11] and CRYSTAL [15], while others 
perform a relational learning (i.e. first order logic), for instance WHISK [16] and 



SRV [3]. This approach has been used to learn from structured, semi-structured and 
free-text documents. 

Our method is related to the SRV system in that it models the IE task as a classifi-
cation problem. However, it applies Inductive Logic Programming and uses informa-
tion about negative examples. 

Linear Separators. In this approach the classifiers are learned as sparse networks 
of linear functions (i.e. linear separators of positive and negative examples). It has 
been commonly used to extract information from semi-structured documents (see for 
instance SnoW-IE [12]). It has been applied in problems such as: affiliation identifi-
cation and citation parsing [1], extraction of data from job ads [18], and detection of 
an e-mail address change [5]. 

In general, the IE systems based on this approach present an architecture sup-
ported on the hypothesis that looking at the words combinations around the interest-
ing information is enough to learn the required extraction patterns. Their main ad-
vantage is that a deep linguistic analysis is not necessary; instead classification tech-
niques are used to find the desired information. 

Our method is similar to all these systems. It is based on the same hypothesis. 
However, it is suited for extracting more general and diverse kinds of information. In 
some degree our research attempts to empirically determine the limits of this ap-
proach when dealing with a complex domain and free texts instead of semi-
strcutured documents. 

Statistical Learning. This approach is focused on learning Hidden Markov Mod-
els (HMMs) as useful knowledge to extract relevant fragments from documents. For 
instance, [14] presents a method for learning model structure from data in order to 
extract a set of fields from semi-structured texts. This method is similar to ours in 
that it considers just the lexical information of texts . 

3 Information Extraction as a Classification Problem 
Our IE method, like the linear separator approach, is supported on the idea that look-
ing at the words combinations around the interesting information (i.e. the context) is 
enough to learn the required extraction patterns. Therefore, this method considers 
two main tasks: 
1. Detect all the text segments having some possibility to be part of the output tem-

plate. 
2. Select, from the set of candidate text segments, those that are useful to fill the 

extraction template. 
The figure 1 illustrates this process with a simple example about a hurricane news 

report. The following subsections describe the purpose and techniques used on each 
task. 



 

3.1 Detecting candidate text segments 

The goal of this task is to detect the majority, if not all, of the text segments having 
some possibility to take place in the extraction template. Since most IE applications 
consider just the extraction of simple factual data, our method is focused on detect-
ing the text segments expressing names, quantities and temporal data. 

In order to identify the candidate text segments we use a regular expression 
analysis. This kind of analysis is general and robust, produces high levels of recall, 
and is consistent with our purpose of using the less as possible of linguistic re-
sources.  

The first part of the figure 1 shows this task. The uppercase words correspond to 
the candidate text segments of the input text. For each candidate text segment its 
context (the k neighbor words from left and right) is also extracted. 

3.2 Selecting the relevant information 

The goal of this task is to capture the text segments that must be part of the output 
template, in other words, it is responsible to classify the text segments into relevant 
and irrelevant (i.e. to extract or not). 

The classification is based on supervised learning techniques. In this framework, 
each candidate text segment is classified according to its lexical context. 

In contrast to the previous task, the selection of the relevant information must 
achieve a high precision rather than a high recall. This situation motivates us to use a 
pool of learning methods in order to specialize a different classifier for each type of 
output data. For instance, build a classifier for names, other for dates and another for 
quantities. 

The second part of the figure 1 illustrates this task. There, the classifier uses the 
contextual information to discard the text segment (ISIDORE) as not relevant to the 
output template, and also to define (YUCATAN PENINSULA) and (70,000) as the 
dissaster place and the number of affected people respectivaly. 

Identification
of candidate

text segments

EVENT PLACE:Yucatan Peninsula
AFFECTED PEOPLE: 70,000

The hurricane (ISIDORE) lashed the
lashed the (YUCATAN PENINSULA) with driving rain 
in Yucatan (70,000) people to evacuate

Selection of 
relevant 

information

The hurricane Isidore 
lashed the Yucatan 
Peninsula with driving rain 
and huge waves, forcing 
70,000 people to evacuate.

Identification
of candidate

text segments

EVENT PLACE:Yucatan Peninsula
AFFECTED PEOPLE: 70,000

The hurricane (ISIDORE) lashed the
lashed the (YUCATAN PENINSULA) with driving rain 
in Yucatan (70,000) people to evacuate

Selection of 
relevant 

information

The hurricane Isidore 
lashed the Yucatan 
Peninsula with driving rain 
and huge waves, forcing 
70,000 people to evacuate.

 
Figure 1. Information extraction as text classification 



4 A general IE system architecture 
This section describes a general IE system achitecture based on our approach of 
“information extraction by text classification” (refer to the section 3). This architec-
ture is shown in the figure 2. It consists of two basic stages: text filtering and infor-
mation extraction. 

It is important to notice that both stages are fully suppported on supervised ma-
chine learning algorithms. Moreover, both stages are trainned with the same corpus, 
and both considers just the lexical information for training.  

 
The main characteristic of this architecture is its portability. It is language inde-

pendent since the training features and the candidate text segments are selected and 
identified basen on simple lexical patterns and criteria. Also, it can be easily adapted 
to different domain applications by constructing a small training corpus. Our experi-
ments, refer to the following section, indicates that some hundreds of training exam-
ples are enough to reach an acceptable level of output accurancy. 

5 A Case Study: Natural Disasters Reports 
In this section we introduce the system TOPO. A system that extracts information 
related with natural disasters from newspaper articles in Spanish language. This 
system was inspired by the work carried out by the network of Social Studios in 
Disasters Prevention in Latin America [6]. 

TOPO allows to extract the following information: (i) information related with the 
disaster itself, i.e. it date, place and magnitude; (ii) information related with the peo-
ple, for instance, number of dead, wounded, missing, damaged and affected persons; 
(iii) information related with the buildings, e.g. number of destroyed and affected 
houses; and (iv) information related with the infrastructure, that is, number of af-
fected hectares, economic lost, among others. 
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Figure 2. General IE system architecture



Currently, TOPO works with news reports about: hurricanes, forest fires, inunda-
tions, droughts, and earthquakes. The following subsections present its technical 
characteristics and some experimental results. 

5.1 Technical Characteristics 

Document feature extraction. The documents are represented as boolean vec-
tors indicating the presence or absence of certain words in the texts. The Information 
Gain technique was used to avoid a high dimensionality of the feature space. The 
result was a vector formed by 648 terms obtained from a vocabulary of 26,501 terms 
from a collection of 534 news reports.  

Text classification. We experimented with four different machine learning algo-
rithms [8]: Support Vector Machines (SVM), Naive Bayes (NB), C4.5 and k-Nearest 
Neighbors (kNN). This selection was based on recent studies that define these classi-
fiers as the best ones for text processing tasks [13]. 

Candidate text selection. In order to identify the candidate text segments (i.e., 
names, dates and quantities) from Spanish texts we use the following grammar: 

Entity_name → name |  
Name connect_name entity_name 

Entity_date → month |  
month connect_date number |  
number connect_date entity_date 

Entity_quantity → number(. number)? |  
number(. number)? entity_quantity 

In this grammar, the terminals symbols generate groups of chains given by the 
following regular definitions: 

name → [A-Z][A-Za-z]* 
connect_name → de | la | ... | є 
month → enero | ... | diciembre 
connect_date → de | - | ... | є 
number → [0-9]+ 

In addition, we are using a dictionary of names and numbers to treat some gram-
mar exceptions (e.g.: to identify textual quantity expressions and to eliminate words 
starting with a capital letter but expressing a not valid named entity). 

Context feature extraction. This process represent the context of the candidate 
text segments as a vector of nominal attributes, i.e. the words surrounding the text 
segments. 

In the experiments, we consider context sizes from 1 to 14 terms. In addition, we 
evaluate several ways of defining this context: (i) using the original surrounding 
words; (ii) not using stop words as attributes; (iii) using the root of the words; and 
(iv) using entity tags, i.e., substituting candidate text segments in the context for a 
tag of name, date or quantity. 

Selection of relevant information. It considered the same classifiers used on the 
text classification task. However, as said elsewhere above, we attempt to specialize 
each classifier in a different type of output data (i.e., one for the names, other for the 
dates and another one for the quantities). 



5.2 Experimental Results 

Text filteirng stage. It was evaluated on a test set of 134 news reports. The 
evaluation considered the metrics of precision, recall and F-measure2 adapted to the 
text classification task [13]. 

Table 1 resumes the best results we obtained using the SVM algorithm. It is im-
portant to mention that these results are equivalent to those reported for similar do-
mains. For instance [13] reports an F-measure from 72% to 88% on the classification 
of news reports from the Reuters collection. 

Table. 1. Results for the text filtering task 

Disaster Precision Recall F-measure 
Forest fire 100 96 98 
Hurricane 93 87 90 
Inundation 82 93 88 
Drought 86 60 71 
Earthquake 92 100 96 

 
Information extraction stage. This stage was evaluated on a training set of 1353 
text segments –that represent the context of names, dates, and quantities– taken ran-
domly from 365 news reports about natural disasters. Just the 55% of the training 
examples represent relevant information to be extracted. 

In order to evaluate the performance of the information extraction task, we used 
the precision, recall, and F-measure metrics as defined by the MUC community. 
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The table 2 resumes the experimental results. This outcome correspond to a con-
text of size eight (i.e., four words to the left and four words to the right) for names 
and dates text segments, and a context of size six (i.e., three words to the left and 
three words to the right) for the quantities text segments. The best classifiers were 
SVM for names and quantities, and kNN for dates. 

In general, we obtained a 72% average F-measure for the information extraction 
task. The precision measures were greater than the recall ones. This indicates that our 
system is more accurate than complete. We think this situation can be compensated 
with the redundancies existing in the news reports. 

                                                           
2 Precision is the proportion of documents placed in the category that are really in the cate-

gory, and recall is the proportion of documents in the category that are actually placed in the 
category. The F-measure is a lineal combination of both proportions. 



Table. 2. Results for the information extraction task 

Information Precision Recall F-measure 
Disaster date 95 95 95 
Disaster place 42 81 55 
Disaster magnitude 75 89 82 
People dead 65 91 76 
People wounded 89 86 88 
People missing 79 73 76 
People damaged 72 64 68 
People affected 50 51 50 
Houses destroyed 59 82 69 
Houses affected 63 37 47 
Hectares affected 66 96 78 
Economic lost 80 76 78 

 
These results are equivalent to those reported for similar IE applications. For in-

stance, at MUC-6, where were analyzed news about managerial successions, the 
participants obtains F-measures lower than 94% for the entity recognition task and 
measures lower than 80% for the template filling (information extration task). 

Finally, it is important to mention that TOPO is currently being used for auto-
matically populating a database of natural disasters from Mexican news reports. The 
system was implemented in Java using the Weka open source software. 

6 Conclusions 
This paper presents a general approach for building an IE system. This approach is 
supported on the idea that looking at the word combinations around the relevant text 
segments is sufficient enough to learn to discriminate between relevant and irrelevant 
information. 

In the proposed approach the information extraction is done by a combination of 
regular expressions and text classifiers. The use of these methods allows to easily 
adapt an IE application to a new domain. In addition, it avoids the employment of 
any kind of sophisticated linguistic recourse, which defines this approach as lan-
guage independent. 

Our experiments demonstrated the potential of this approach. Using a very small 
training set we reached an average F-meausre of 72% for the extraction task. 

The main disadvantages of the proposed approach are: on the one hand, that it is 
not possible to extract the information expressed in an implicit way. On the other 
hand, that it is complicated to extract and link the information from documents re-
porting more than one interesting event. We believe that these problems can be par-
tially solved using some level of linguistic analysis as a preprocessing stage, just 
before applying the regular expression analysis. 
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