The segmented and annotated IAPR TC-12 benchmark


1. Introduction

The task of automatically assigning semantic labels to images is known as automatic image annotation (AIA), a challenge that has been identified as one of the hot-topics in the new age of image retrieval [1]. The ultimate goal of AIA is to allow image collections without annotations to be searched using keywords. This type of image search is referred to as annotation-based image retrieval (ABIR) and is different from text-based image retrieval (TBIR), which uses text that has been manually assigned to images [2].

Despite being relatively new, significant progress has been achieved in this task within the last decade [2–9]. However, due to the lack of a benchmark collection specifically designed for the requirements of AIA, most methods have been evaluated in small collections of unrealistic images [3–9]. Furthermore, the lack of region-level AIA benchmarks lead to many region-level methods being evaluated by their annotation performance at image-level, which can yield unreliable estimations of localization performance [5,10]. Recently, the combination of automatic and manual annotations has been proposed to improve the retrieval performance and diversify results in annotated collections [11]. However, the impact of AIA methods on image retrieval has not yet been studied under realistic settings.

Thus, in order to provide reliable ground-truth data for benchmarking AIA and the analysis of its benefits for multimedia image retrieval, we introduce the segmented and annotated IAPR TC-12 benchmark. This collection is a well-established image retrieval benchmark comprising 20,000 images manually annotated with free-text descriptions in three languages [12]. We extended this benchmark by manually segmenting and annotating the entire collection according to a carefully defined vocabulary. This extension allows the evaluation of further multimedia tasks in addition to those currently supported.

Since the IAPR TC-12 is already an image retrieval benchmark, the extended collection facilitates the analysis and evaluation of the impact of AIA methods in multimedia retrieval tasks and allows for the objective comparison of CBIR (content-based image retrieval), ABIR and TBIR techniques as well as the analysis of their impact on multimedia information retrieval. We describe the methodology adopted for the manual segmentation and annotation of images, and present statistics for the extended collection. The extended collection is publicly available and can be used to evaluate a variety of tasks in addition to image annotation. We also propose a soft measure for the evaluation of annotation performance and identify future research areas in which this extended test collection is likely to make a contribution.
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There are two different approaches to AIA: at image-level and at region-level. Image-level AIA assigns labels to the image as a whole, not specifying which words are related to which objects within that image, while region-level AIA provides annotations at region-level within each image, or in other words, a one-to-one correspondence between words and regions. Hence, the latter approach offers more information (e.g., spatial relationships) that can be used to improve annotation and retrieval performance. Note that any region-level annotation is an image-level annotation. This work only considers region-level AIA.

Fig. 1 depicts sample images for both approaches, taken from three related tasks (from left to right): image-level annotation and region-level annotation (from the Corel data set [8]), object detection (from the PASCAL VOC-2006 data set [15]) and object recognition (from the Caltech256 data set [16]).

The AIA challenge has been approached with semi-supervised and supervised machine learning techniques [3–11,17,18]. Semi-supervised methods have thereby reported better results than their semi-supervised counterparts [9,17,18], but they also require a training set of region-label pairs, compared to semi-supervised methods that only need weakly annotated images. Hence, there exists a compromise between retrieval results and annotation effort, and both methods thereby offer complimentary benefits. An important feature of the extended IAPR TC-12 benchmark is that it supports both methods.

### 1.2. AIA and object recognition

Region-level AIA is often regarded as an object recognition task. Yet, this is true only to some extent and, therefore, object recognition benchmarks are not well-suited for AIA. In both, AIA and object recognition tasks, the common challenge is to assign the correct label to a region in an image. However, in object recognition the data consists of images whereby the object to recognize is often centered and occupies more than 50% of the image (see Fig. 1, rightmost image); usually, no other object from the set of objects to be recognized is present in the same image. In region-level AIA collections, in contrast, the data consists of annotated regions from segmented images, where the target object may not be the main theme of the image and many other target objects can be present in the same image (see Fig. 1).

Another difference lies in the type of objects to recognize. The objects in object recognition tasks are often very specific entities (such as cars, gloves or specific weapons), while the concepts in region-level AIA are more general (e.g., buildings, grass and trees). These differences are mainly due to the applications they are designed for: object recognition is mostly related with surveillance, identification, and tracking systems, whereas AIA methods are designed for image retrieval and related tasks.

### 1.3. Evaluation of region-level AIA methods

Duygulu et al. [4] adopted an evaluation methodology that has widely been used to assess the performance of both region-level and image-level AIA techniques, whereby AIA methods are used to label regions of images in a test set. For each test image, the assigned region-level annotations are merged to obtain an image-level annotation, which is then compared to the respective image-level ground truth annotation. To evaluate localization performance, the results for 100 images [4] (and 500 images respectively in subsequent work [5]) were analyzed. However, this analysis only gives partial evidence of the true localization performance as in most cases, when AIA methods are evaluated, this type of evaluation is not carried out [4–7]. Moreover, the performance of AIA methods is measured by using standard information retrieval measures such as precision and recall. While this choice can provide information of image-level performance, it cannot allow for the effective evaluation of localization performance. For example, consider the annotations shown in Fig. 2: according to the aforementioned methodology, both annotations have equal performance, however, the annotation on the right shows a very poor localization performance. A better and simpler methodology would be to average the number of correctly labeled regions [8,10]; this measure would adequately evaluate the localization performance of both annotations.

Yet, the image-level approach has been adopted to evaluate AIA methods regardless of their type (i.e. supervised or semi-supervised) or their goal (i.e. region-level or image-level) [4–7], due to the lack of benchmark collections with region-level annotations. In this paper, we therefore describe a segmented and annotated benchmark collection that can be used to evaluate AIA methods.

### 2. Related work

A widely used collection to evaluate AIA is the Corel data set [1,4–6,8,10,17]: it consists of around 800 CDs, each containing 100 images related to a common semantic concept. Each image is accompanied by a few keywords describing the semantic or visual content of the image. Although this collection is large enough for obtaining significant results, it exhibits several limitations that make it an unsuitable and unrealistic resource for the evaluation of image retrieval algorithms: (i) most of its images were taken in difficult poses and under controlled situations; (ii) it contains the same number of images related to each of the semantic concepts, which is rarely found in realistic collections; (iii) its images are annotated at image-level and therefore cannot be used for region-level AIA; (iv) it has been shown that subsets of this database can be tailored to show improvements [19]; (v) it is copyright protected, hence its images cannot be freely distributed among researchers, which makes the collection expensive; and (vi) it is no longer available.

In alternative approaches, computer games have been used to build resources for tasks related to computer vision. ESP [20], for example, is an online game that has been used for image-level annotation of real images. The annotation process ensures that only correct labels are assigned to images. Unfortunately, the amount of data produced is considerably large, the images are annotated at image-level and the data is not readily available. Peekaboom
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1. The “correctness” is thereby measured by the agreement of annotators.
is another game that uses the image annotations generated by the ESP game. In this game, the goal is to provide the locations and geometric labels of objects. The resulting collection could be used to train algorithms for a variety of tasks, including region-level AIA. However, the number of annotators can be in the range of millions and, as a consequence, there is a lack of common annotation criteria to obtain consistent object localizations.

An important effort is also being carried out by Russell et al. [22], with the goal of creating benchmark collections for diverse computer vision applications. The LabelME project uses a web-based online tool for the segmentation and annotation of images. Segmentations are specified by drawing polygons around each object, while the annotation vocabulary is defined by the users. The benefits of this collection are its size and that it is publicly available; its limitation is its open vocabulary: regions can be assigned any word depending on the annotator background, and very different segmentations can be obtained for similar images as well.

Yao et al. [23] have also been putting tremendous effort into creating another large-scale benchmark collection. Currently, more than 630,000 images with very detailed manual segmentations have been considered in their project. The segmented objects are thereby decomposed and organized into a hierarchy similar to a syntactic tree in linguistics, and information about localization as well as 2D and 3D geometry is also available. The collection is divided into 13 subsets, according to the type of images and their applications. This collection has the potential to be a very useful resource for building visual dictionaries and as training data for learning algorithms. It could also be used to evaluate AIA methods; however, since the collection lacks ground-truth data to evaluate image retrieval (i.e. relevance judgments), it cannot be used to assess the impact of AIA methods on multimedia information retrieval.

There are several other collections available for the evaluation of object recognition algorithms [24], most notably the Caltech-101 [25] and Caltech-256 [16] benchmarks as well as the PASCAL VOC-2006 [15] and VOC-2007 [26] collections. The type of images in such collections, however, are not suitable for the evaluation of AIA methods (see Section 1.2), yet even their use for the evaluation of object recognition methods has been questioned [24].

In fact, there are currently only a few collections that could, in principle, be used for the effective evaluation of region-level AIA methods. Most of these, however, are restricted to specific domains, such as cars [26], nature-roadways [27], animals [28], landscape vs. structured classification [29], and natural scene classification [30]. The size of the data sets and the restricted domains generate results that are not representative of those for general purpose AIA. Winn et al. [31], for example, segmented and annotated a small set of 240 images, considering nine labels only. More recent work by Shotton et al. [32] reports on the creation of a larger collection with 591 images and 21 labels, yet again the size of these data sets and the number of concepts are not adequate for evaluating AIA. Furthermore, Carbonetto et al. [8] provide three small data sets with a larger number of labels (from 22 to 56). To the best of our knowledge, these are the largest data sets publicly available that have been annotated at a region-level. Unfortunately, the data sets are still small and originate from the Corel collection.

A highly relevant collection to AIA is that provided by Barnard et al. [10]. It consists of 1041 images taken from a previous study for benchmarking segmentation algorithms [33]. The segmentations are thereby very detailed, and the annotations are specified using WordNet and according to well defined criteria. In principle, this methodology could be very useful for the segmentation and annotation of the IAPR TC-12 collection; however, the large size of the collection and the detailed segmentation and annotation processes introduced by Martin et al. [33] and Barnard et al. [10] make its application impractical. A straightforward methodology was proposed for the evaluation of localization performance in region-level AIA, which facilitates the performance evaluation of methods that do not use the same vocabulary as that used in [10]. Therefore, although the data set is small and images come from the Corel collection, their main contribution comes from the evaluation methodology that allows for the assessment of AIA techniques using other collections.

The IAPR TC-12 benchmark was created with the goal of providing a realistic collection of images suitable for a wide number of evaluation purposes [12]. The collection comprises 20,000 images taken from locations around the world and comprising a varying cross-section of still natural images, including pictures of sports, actions, people, animals, cities, landscapes, and many other topics. Manual annotations in three languages are provided with each image. The IAPR TC-12 benchmark has been used to evaluate cross-language TBIR as well as CBIR and multimedia image retrieval methods [13,14]. It has also been used for object retrieval [34] and visual concept detection [35]. For the evaluation of visual concept detection, about 1,800 images were annotated with visual concepts; this was an early effort to use the collection for tasks related to AIA. However, only 17 concepts were considered for this task. Given the variety of images in the collection, this limited vocabulary is not sufficient for the automatic annotation of the entire collection, and annotations are currently only available at image-level. Previously, the IAPR TC-12 collection had also been used for the task of object retrieval, using the PASCAL VOC-2006 collection for training and the IAPR TC-12 as test set [34]. However, the number of objects was 10 and the accuracy of most of the methods was poor; the results showed that specialized collections are required for benchmarking different tasks.

Despite being an established benchmark, the IAPR TC-12 collection is not well-suited for the evaluation of region-level AIA methods in its original form. Hence, an extension is needed in order to increase the tasks supported by the collection; such an extension is the main contribution of this work. Although there are several
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2 Any Internet user can thereby be a potential annotator in LabelME.


4 Nevertheless, the general principles in their work form the base for the segmentation and annotation guidelines described in Section 3 hereinafter.
collections available that can be used to evaluate the performance of AIA to some extent [8,10,20–23,28,31,32], there is no collection that can be used to study the impact of using AIA methods for image retrieval. The extended IAPR TC-12 collection will finally answer the call for a standardized benchmark for the evaluation of region-based AIA methods.

3. The annotation of the extended IAPR TC-12 benchmark

This section describes the methodology adopted for the extension of the IAPR TC-12 collection, which consists of the manual segmentation and annotation of the entire collection. This includes the definition of an annotation vocabulary, its hierarchical organization, guidelines for the segmentation and annotation processes, and statistics of the extended collection. We only focus on describing the main aspects of the project; further technical details can be found in [36]. Fig. 3 displays an overview of the evaluation resources provided by the extended IAPR TC-12 benchmark, which include segmentation masks, annotations, visual features and spatial relationships. These are now available for research purposes from both the ImageCLEF5 and INAOE-TIA6 websites.

3.1. Vocabulary

The vocabulary plays a key role in the annotation process because it must cover most of the concepts that one can find in the image collection. At the same time, the vocabulary should not be too large because AIA performance is closely related to the number of labels considered (see Section 4.1).

Several publications have reported on diverse annotation vocabularies in the past, with many of them being very specific for the type of images in particular collection considered. This work is based on a study carried out by Hanbury [37], in which a list of 494 labels was obtained by analyzing several AIA benchmark collections. We took this word list (H-list) as a reference and adapted it to the IAPR TC-12 collection. We also considered the list of nouns from the manual image annotations of that collection (A-list) and the list of nouns in the textual description of topics used for ImageCLEF 2006 and 2007 (T-list) [13,14].

First, we selected the labels appearing in at least two lists into a candidate list (C-list). Then, we manually filtered the C-list by (i) analyzing a large number of images from the IAPR TC-12 collection and discarding labels not present or rarely found in the images (e.g. ‘binoculars’, ‘printer’), and by (ii) considering the frequency of labels in the annotations of the IAPR TC-12 collection for filtering images: highly-frequent and useful words were kept (e.g. ‘sky’, ‘mountain’), while highly-frequent but useless and non-frequent words were not considered (e.g. ‘background’, ‘marble’). Finally, we incorporated some words in the H-list that had initially been dropped from the C-list (e.g. ‘herd’) as well as words identified by the authors (e.g. ‘sky-red’) that did not appear in any of the three lists into the final C-list. The latter procedure was iterated several times until the authors fully agreed on the final list.

Table 1 provides an overview of the annotation vocabulary obtained using the aforementioned methodology. Words included during the creation of the hierarchy are shown in bold. Abbreviations are as follows: ar-aerostatic, int-interior, per-person, ot-other, wo-wood, anim-animal, ins-instrument, sp-space, obj-object, veh-vehicle, fur-furniture, swim-swimming and refl-reflection.

3.2. Conceptual hierarchy

During the annotation process, the need of a hierarchical organization for the vocabulary arose. After we had carefully analyzed the images, the annotation vocabulary and the vocabulary of the existing manual annotations, we manually defined a hierarchy. We organized the annotation vocabulary mostly by using is-a relations between labels, but also included relations like part-of and kind-of. The hierarchy was thereby based on its usefulness for the annotation and representation of the images in the IAPR TC-12 collection, rather than considering the semantics of labels in general.

According to the proposed hierarchy, an object can be in one of six main branches: animal, landscape, man-made, human, food, or other. Fig. 4 shows the ‘landscape’ branch of the hierarchy, using different colors to describe different levels; other branches and further details can be found in [36]. Some nodes in the same level (e.g. ‘vegetation’) contain more descendant labels than others (e.g. ‘Arctic’), which is due to the type of images in the IAPR TC-12 collection. Some nodes are barely populated, like ‘fruit’ – one could easily include all the names of fruits under this node, increasing the coverage on the variety of fruits; however, this would only lead to a large vocabulary that would scarcely be used for annotation, because the images in the collection do not contain a considerable diversity of fruits. The hierarchy reflects the principle adopted for defining the annotation vocabulary: “keep it compact and ensure it covers most of the concepts present in the images of the IAPR TC-12 collection”.

Barnard et al. [10] considered WordNet for the annotation of images; however, we did not base our hierarchy on WordNet as assigning a region to its nearest WordNet meaning would lead to ambiguities due to the subjective knowledge of annotators2; the use of WordNet would also make annotation slower.
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2 E.g. a region of ‘water’ may be labeled with ‘river’ by an annotator, while the same region may be labeled with ‘stream’, ‘watercourse’ or simply ‘water’ by other annotators; even the same annotator may assign different WordNet concepts to similar regions in different images or at different times.
Hence, we considered more generic words which are more likely to be agreed on, thereby trading precision for agreement. A restricted hierarchy also allows a more concise and objective annotation of the collection; of course, some concepts may not be covered by the proposed hierarchy, although it proved to be very useful for the annotation of the IAPR TC-12 collection. The proposed hierarchy thereby resembles hierarchies proposed in related works [10,23,35].

The main purpose of this hierarchy is to facilitate and improve the subsequent annotation process, which can be achieved by
going through the hierarchy top-down each time a region needs to be labeled. This reduces ambiguities when annotating similar regions referring to different concepts (visual homonymy) and different regions about the same concept (visual synonymy). The hierarchical organization of concepts is also helpful for the soft evaluation of AIA methods (see Section 4).

3.3. Segmentation and annotation guidelines

Manually segmenting and annotating images are tasks prone to subjectivity, because different persons can segment and annotate the same image in completely different ways; yet even the same individual can provide different segmentations of the same image at different times. We therefore only considered four annotators to deal with this subjectivity. Moreover, in order to standardize the process of segmenting and annotating images, we defined a set of guidelines based on those created by Martin et al. [33] and Barnard et al. [10]. The goal was to make the segmentation and annotation processes as consistent as possible by reducing ambiguities and confusion among annotators. The main guidelines are summarized below.8 During the segmentation and annotation process, annotators should:

- Avoid to segment regions that are too small with respect to the size of the image. What is considered too small depends on the object under consideration (e.g. ‘bottle’ regions are usually smaller than ‘mountain’ ones).
- Avoid to segment regions where the object is incomplete: at least one third of the object must be visible.
- Bear in mind that each region has to contain information from a single object.
- Provide a detailed segmentation when the shape of an object is highly relevant; otherwise, relax the segmentation in a way that it can be performed faster.
- Divide the object into more than one region if creating those smaller regions is easier than segmenting the original single one (for images in which shape is considered irrelevant).
- Use the closest label to the term the region belongs to.
- Select the label in higher levels of the hierarchy whenever a suitable label is not found.
- Look for adequate labels in the ‘other’ branch if a correct label is not found under the category of interest.
- Segment object groups as a unit in case the respective group label exists in the vocabulary (e.g. ‘persons’, ‘mammals’, ‘trees’), and also segment its individual units as far as possible.

Although several tools are available for interactive segmentation [28,33], most of them are designed to provide rather detailed segmentations of images. This would certainly be desirable for the current work; however, the number of images and annotators involved make the use of such methods very time-consuming and therefore impractical. Hence, we developed a Matlab® application, called ISATOOL (Interactive Segmentation and Annotation Tool), for the segmentation and annotation of the IAPR TC-12 collection. ISATOOL allows the interactive segmentation of objects by drawing points around the desired object, while splines are used to join the marked points, which also produces fairly accurate segmentation (compare Fig. 5) with much lower segmentation effort. Once a region is segmented, the user is then asked to provide a label for the region by using the hierarchy described in Section 3.2.

In addition, a set of simple visual features extracted from the regions and spatial relationships are provided with the extended collection. The following features were extracted from each region: area, boundary/area, width and height of the region, average and standard deviation in x and y, convexity, average, standard deviation and skewness in the RGB and CIE-Lab color spaces. Furthermore, spatial relationships are calculated and provided with the collection. Those include adjacent, disjoint, beside, X-aligned, above, below and V-aligned [36]. We offer these spatial relations in order to promote the use of contextual information in the AIA
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8 We assume that the annotators know the full list of words in advance and that they are familiar with the segmentation and annotation tool.
task. All these features and spatial relationships have successfully been used in previous AIA work [8,17,18,38]; however, each user can extract their own set of features and spatial relationships since segmentation masks and images are publicly available.

### 3.4. Statistics of the collection

The 20,000 images in the collection have been segmented and annotated according to the aforementioned methodology; we thereby segmented a total of 99,555 regions, which were annotated using 255 labels, representing about 93% of the total vocabulary. Only 19 labels of 'animals' and 'musical-instruments' were not used. On average, 4.97 regions have been segmented per image; these regions occupy an averaged 15.61% of the images. Like in many AIA collections, there are some labels that have been used in a considerable number of regions, while others have barely been used at all. Fig. 6 plots the number of regions annotated with the 50 most frequent labels. The 10 most common labels are: 'rock' (3071), 'vegetation' (2763), 'trees' (2638), and 'sky' (2637) 'group-persons' (4232), 'ground' (3785), 'grass' (3211), 'cloud' (3128), 'sky-blue' (5722), 'man', (4330), 'couple-persons' (4322), 'ground' (3785), 'grass' (3211), 'cloud' (3128), 'rock' (3071), 'vegetation' (2763), 'trees' (2638), and 'sky' (2637). The most common labels thereby correspond to the type of images present in the collection (i.e., pictures of people on vacation trips [12]). There are 26, 122 and 147 labels that have been used in more than 1000, 100 and 50 regions, respectively.

A total of 200 leaves in the hierarchy have been used for annotation; Table 2 shows the distribution of annotations for the nodes in the first level of the hierarchy. Frequency thereby indicates the number of regions annotated with labels in or below each node, and Norm. Freq. shows the frequency amortized by the number of descendants of each node. There are more than 45,000 regions annotated with labels below the 'Landscape' node; it has 45 descendants, of which 33 are leaves. Labels below the 'Man-made' node are also very popular; more than 34,000 regions have been annotated with labels from below that node, with 110 nodes as descendants, of which 88 are leaves. 'Humans' is a node with many regions as well; however, its number of descendants is small when compared to other nodes at the same level.

The normalized frequency (third row in Table 2) shows the average number of labels assigned to each descendant in the considered nodes. The branch 'Humans' is the one with the most annotations per descendant; 'Landscape' and 'Man-made' come next. This, again, reflects the type of images in the collection: 'Humans' appear in many images, since most of the images were taken by/for tourists. Furthermore, a large number of pictures were taken in rural South-American places; therefore, there are also many images that contain labels from the 'landscape-nature' branch.

The normalized frequency of spatial relationships is described in Table 3; No. Ex. provides the number of regions that present each relationship, while Norm. Freq. shows its normalized frequency. The most frequent relations are beside and disjoint, with 25.65% and 23.21%, respectively. Note that beside is a generalization of the left and right relations, and this is reflected in its frequency. X-alignment and Y-alignment are low frequency relations, with 7.68% and 6.82%, respectively. Finally, the propor-

### Table 2

<table>
<thead>
<tr>
<th>Label</th>
<th>'Animal'</th>
<th>'Humans'</th>
<th>Food</th>
<th>'Man-made'</th>
<th>Landscape</th>
<th>'Other'</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>1991</td>
<td>16,950</td>
<td>705</td>
<td>34,024</td>
<td>45,308</td>
<td>622</td>
</tr>
<tr>
<td>Norm. Freq.</td>
<td>28.44</td>
<td>1210.71</td>
<td>117.5</td>
<td>309.35</td>
<td>1006.84</td>
<td>103.67</td>
</tr>
<tr>
<td>Descendants</td>
<td>70</td>
<td>14</td>
<td>6</td>
<td>110</td>
<td>45</td>
<td>6</td>
</tr>
<tr>
<td>Leaves</td>
<td>56</td>
<td>12</td>
<td>5</td>
<td>88</td>
<td>33</td>
<td>6</td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>ID</th>
<th>Adjacent</th>
<th>Disjoint</th>
<th>Beside</th>
<th>X-alig</th>
<th>Above</th>
<th>Below</th>
<th>Y-alig</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. Ex.</td>
<td>176,466</td>
<td>404,716</td>
<td>447,212</td>
<td>133,970</td>
<td>231,169</td>
<td>231,169</td>
<td>118,844</td>
</tr>
<tr>
<td>Norm. Freq.</td>
<td>10.12%</td>
<td>23.21%</td>
<td>25.65%</td>
<td>7.68%</td>
<td>13.26%</td>
<td>13.26%</td>
<td>6.82%</td>
</tr>
</tbody>
</table>
4. An evaluation measure for the benchmark

The extended IAPR TC-12 collection would certainly allow the evaluation of region-level AIA methods by using common classification-performance measures such as the area under the ROC curve, misclassifications rate or squared root error, as these measures can effectively assess the localization performance of annotation methods. However, they could prove to be too rigorous for the current state-of-the-art technology in region-level AIA. Consider, for instance, the case in which the correct label for a given region is ‘water’ and the model under study classifies such a region as ‘river’. In this situation, a classification-performance measure would consider the assignment as totally incorrect, despite this prediction being partially correct.

In order to give partial credit to these annotations, we introduce a novel evaluation measure for region-level AIA in the context of the annotated IAPR TC-12 collection. This additional\(^{9}\) measure \(\varepsilon_{\text{hierarchy}}(t, p)\) is based on the annotation hierarchy described in Section 3.2 and is defined as

\[
e_{\text{hierarchy}}(t, p) = \left[ 1_{\text{in-path}(t, p)} \times \frac{\text{depth}(t) - \text{depth}(p)}{\max(\text{depth}(t), \text{depth}(p))} \right] \quad (1)
\]

where \(1_{\text{in-path}(t, p)}\) is an indicator function that takes the value of 1 when both the predicted label \(p\) and the true label \(t\) are in the same path of the annotation hierarchy, and \(\text{depth}(x)\) is the depth of label \(x\) within the hierarchy. Intuitively, \(e_{\text{hierarchy}}(t, p)\) assigns an error value to a label predicted by a model, proportional to its normalized distance (within the hierarchy) with respect to the ground-truth label. A predicted annotation will be evaluated as partially good if and only if it appears in the same branch as the correct label. Unless the true and predicted labels are different, \(e_{\text{hierarchy}} = 0\) by definition.

In addition, \(e_{\text{hierarchy}}\) can be modified such that only more specific (general) predictions are considered as partially correct; this can be achieved by altering \(1_{\text{in-path}(t, p)}\) such that it only takes the value of 1 when the predicted label \(p\) is more specific (general) than the true label \(t\). Furthermore, a threshold can be set on \(e_{\text{hierarchy}}\) such that only certain types of errors are considered as partially correct.

4.1. Benchmarking AIA

This section presents experiments and results on region-level AIA using subsets of the extended IAPR TC-12 collection. We illustrate how this collection can be used to evaluate region-level AIA and compare the novel soft evaluation measure to a hard one. We approach the challenge of AIA as one of multi-class classification with as many classes as labels in our vocabulary, whereby we consider state-of-the-art classifiers over subsets of the already annotated regions. Table 4 describes the classifiers with their respective (default) parameters that we chose for our experiments; these classifiers are included in the CLOP machine learning toolbox\(^{10}\). We considered different subsets of data according to the frequency of annotated regions per class. Table 5 describes the selected data subsets and the distribution of the classes and examples. For each data subset, the available data were randomly split into disjoint training (70%) and test (30%) sets. In each experiment, \(k\)-classifiers were trained under the one-versus-all (OVA) formulation (\(k\) being the number of classes). OVA is a widely used approach for supervised

\[^{9}\text{The new measure should be seen as an alternative evaluation of performance in addition to the existing classification-performance measure and does not intend to replace it.}\]

\[^{10}\text{http://clop.net/}\]

Table 4

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Description</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zarbi</td>
<td>A simple linear classifier</td>
<td></td>
</tr>
<tr>
<td>Naive</td>
<td>Naive Bayes classifier</td>
<td></td>
</tr>
<tr>
<td>Klogistic</td>
<td>Kernel logistic regression</td>
<td></td>
</tr>
<tr>
<td>Neural</td>
<td>Feedforward Neural Network</td>
<td>Units = 10, Shrinkage = 0.1, Epochs = 50</td>
</tr>
<tr>
<td>SVC</td>
<td>Support Vector Classifier</td>
<td>Kernel = Poly, Degree = 1, Shrinkage = 0.001</td>
</tr>
<tr>
<td>Ridge</td>
<td>Kernel ridge regression</td>
<td>Kernel = Poly, Degree = 1, Shrinkage = 0.001</td>
</tr>
<tr>
<td>RF</td>
<td>Random Forest</td>
<td>Depth = 1, Shrinkage = 0.3, Units = 100</td>
</tr>
</tbody>
</table>

4. Applications for the extended IAPR TC-12 Benchmark

The original IAPR TC-12 benchmark has already been used for the performance evaluation of methods in several information

AIA [9,17,18,29,38]. Under this schema, a binary classifier is trained for each label; when the \(k\)-th-classifier is trained, only examples from class \(k\) are regarded as positive and all other examples as negative.

Although OVA is very simple, it has proved to be competitive in comparison to more sophisticated and complex approaches. One of the main challenges in OVA classification is choosing a way to combine the outputs of binary classifiers such that errors with respect to unseen data are minimized [39]. Since the goal of the experiments is only illustrative, we adopted the simplest strategy for merging the outputs of the individual classifiers: when more than one classifier was triggered, we preferred the prediction of the classifier with the higher confidence about its respective class.

For evaluation purposes, we considered the percentage of correct classifications (\(e_{\text{hard}}\)), a widely used measure for assessing the performance of classifiers, and compared it to \(e_{\text{hierarchy}}\) as described in Eq. (1). We thereby say that a predicted annotation is correct whenever \(e_{\text{hierarchy}} < 1\). Fig. 7 shows the average \(e_{\text{hierarchy}}\) (left) and \(e_{\text{hard}}\) (right) for the classifiers and data sets described in Tables 4 and 5, and compares them to two baselines: baseline-1 is the performance one would get by randomly selecting labels, and baseline-2 is the performance one would get by assigning always the majority class.

The graphs indicate that both measures decrease similarly as the number of labels increases, because \(e_{\text{hard}}\) is a special case of \(e_{\text{hierarchy}}\). For the data sets A–D, both measures obtain the same result, as there are no hierarchical relations among the five most frequent classes. However, there are small differences for the data sets E–H, for which information from the hierarchy can be used by \(e_{\text{hierarchy}}\). The average differences between \(e_{\text{hard}}\) and \(e_{\text{hierarchy}}\) are of 7.79%, 6.8%, 6.08% and 5.91% for the data sets E, F, G and H, respectively. This reflects that the soft measure is, indeed, less rigid for the evaluation of the classifiers, although the difference is not very large. Thus, \(e_{\text{hierarchy}}\) becomes increasingly useful to differentiate between the performance of annotation methods when the number of classes is high, as the existing measures then often fail to discriminate between methods.

Table 6 shows sample labels assigned to test regions that were classified as incorrect by \(e_{\text{hard}}\) but as correct by \(e_{\text{hierarchy}}\). In this experiment, all the labels used for annotation were considered (i.e., 255 classes); Correct shows the correct label for the region and predicted stands for the label predicted by the model. All the labels considered as partially good are indeed closely related to the correct label, which is highly useful for the evaluation of AIBR methods. The value of \(e_{\text{hierarchy}}\) reflects how precisely the AIA method is able to predict the correct class, which makes \(e_{\text{hierarchy}}\) a very well-suited measure for the evaluation of region-based AIA methods using the extended IAPR TC-12 collection.
retrieval research areas such as CBIR, multimedia information retrieval, cross-language TBIR, object retrieval and visual concept detection. The additional evaluation resources provided by this work make the fully segmented and annotated IAPR TC-12 benchmark now also attractive to evaluation tasks that have not been covered by the test collection before. Some likely evaluation scenarios and potential future applications include the following:

- **Benchmarking.** The extended benchmark is well-suited to evaluate the tasks of region-level AIA, image-level AIA, visual concept detection, and object retrieval. It should also be considered to assess the performance of object detection and object recognition techniques (e.g. face and skin detection). Furthermore, the benchmark facilitates the evaluation of segmentation performance and motivates further research on the use of the spatial context for AIA, ABIR and CBIR.

- **Multimedia information retrieval.** The extended collection can be used to shed some light on the clarification of assumptions commonly made in multimedia image retrieval. For example, the assumption that the use of information from AIA methods can be useful to improve the retrieval performance of CBIR or TBIR methods; despite being intuitively sound, it has neither been proved theoretically nor empirically. Similarly, the collection could contribute to the research of the extent that automatic segmentation affects the retrieval and annotation performance, among several other interesting aspects [36]. Furthermore, the spatial relationships can be used to allow complex queries on the collection, whereby the interest could lie in finding objects in specific positions with respect to other objects, motivating research on the use of spatial relations for multimedia information retrieval.

- **Machine learning applications.** The annotated collection could even be used to bridge the gap between the machine learning and multimedia information retrieval communities because it allows the analysis and evaluation of multi-class classification for a large number of labels11, hierarchical classification for AIA, spatial data mining, multi-modal clustering, classification for imbalanced data sets, and the application of structured prediction methods to the problems of AIA, ABIR, and CBIR.

### 6. Conclusion

The IAPR TC-12 benchmark is an established image retrieval test collection that has several attractive features; it contains a large-size image collection comprising diverse and realistic images, it offers textual annotations in three languages, and it provides query topics, relevance assessments and a set of measures for the evaluation of image retrieval performance. Benchmarks, however, are not static by nature but have to evolve and develop according to the needs of the tasks they are designed for and the emergence of new evaluation needs.

Hence, in this paper, we introduced the segmented and annotated IAPR TC-12 collection, an extension to the existing benchmark which increases the number of evaluation tasks that can be accommodated for and which also significantly augments the number of potential future applications for the test collection. In particular, we described the methodology adopted for the systematic extension of the IAPR TC-12 collection, including the definition of an ad-hoc annotation vocabulary, its hierarchical organization and well defined criteria for the objective segmentation and annotation of images. We also proposed an additional evaluation measure based on the hierarchy, with the goal of assessing localization performance of region-level AIA methods.

11 Note that the hierarchy of labels can be used to study the performance of classifiers with an increasing number of labels.
Statistics of the extended collection give evidence that the adopted methodology is reliable and well-suited for the extended IAPR TC-12 benchmark. In addition, initial results using the proposed evaluation measure indicate that it can effectively evaluate the performance of region-level AIA methods. Another contribution of this work is the identification of potential future applications and evaluation scenarios for the extended IAPR TC-12 benchmark, which is likely to motivate further research that will significantly contribute to advance the state-of-the-art technology in research areas such as segmentation, AIA, CBIR, TBIR, ABIR and machine learning.
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