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Abstract
Searching for objects is a fundamental task for ser-
vice robots. Without any prior knowledge about
the object’s location, the robot needs to estimate
the most probable place where to find the object
in order to speed up the search process. In this
work we automatically estimate likely locations
of desired objects by combining information from
four sources: Google, DBPedia, ConceptNet, and
Word2Vec. It is shown that using any single source
is not reliable enough so we used an ensemble
of sources and combined their results using three
methods: Borda count, simple combination, and
weighted combination. We experimentally evalu-
ate the benefits of the approach using information
from users over more than 70 objects and propose
two measures of quality to evaluate the results. We
also compared the approach against other methods.
The method has been used in a service robot to find
objects in real-life conditions.

1 Introduction
Obtaining reliable information from Internet is a complex
problem [Alani et al., 2003]. Various knowledge databases
have been automatically built with the purpose of providing
machines comprehension skills by giving them access to in-
formation that humans consider as common sense. An exam-
ple of common sense knowledge is that the most likely place
to find, let’s say an apple, is the kitchen. In applications like
service robots, it is important to have such equivalent infor-
mation to find objects within a house. Internet has become
the main source of knowledge so it is natural to try to find
such information in the Web.

We propose methods to estimate the probability that an ob-
ject is located in each room of a domestic environment us-
ing automatic Internet queries; combining information from
Google, DBPedia, ConceptNet, and Word2Vec using three
techniques: Borda count, simple combination, and weighted
combination. We also proposed two metrics to evaluate meth-
ods that generate probability estimations of object locations.
The proposed approach was evaluated experimentally with
70 objects in realistic environments and compared with other
methdos in the literature.

2 Related Work
Automatic estimation of the probability of locating an object
within a domestic environment has been proposed by several
authors. In [Kunze et al., 2012] objects locations are esti-
mated by counting entries in the Open Mind Indoor Common
Sense database (OMICS) containing both, objects and rooms.
Next, probabilities are computed using the conditional prob-
ability of the object given the room. A similar method em-
ploying OMICS is described in [Elfring et al., 2014] where
Lidstone’s law is used to compensate unseen object-room
combinations. Objects and scenes that a robot knows are
used to predict the existence of new objects [Kollar and Roy,
2009]. The probabilities of finding an object at each loca-
tion in the environment is calculated from the co-occurrence
of the searched object with existing objects, form labels of
scenes containing objects in the Flickr database. The same
database is used in [Chumtong et al., 2014] in a similar way
with the purpose of estimating object-room relationships.

[Samadi et al., 2012] present a method to obtain the prob-
ability distribution of the location of an object from Internet
queries. It takes the results of a Web search engine when
asked to find pages that contain the object and each of the
rooms on the environment. The first 20 pages returned in
queries of each pair object-room are classified using a sup-
port vector machine that determines to which page belongs
each room, and probabilities are obtained by normalization.
[Hanheide et al., 2011] and [Lorbach et al., 2014] quantify
the likelihood of object-room pairs by counting the number
of hits returned by a Web search (Bing) based on images and
normalizing quantities with the hits returned by a query ask-
ing to search only the room. Probability estimation is used
with an inverse purpose in [Viswanathan et al., 2011], where
the objective is to recognize a room from the chances of con-
taining certain objects in it. Probabilities are estimated by
counting the existence of objects in different rooms based on
images stored in the LabelMe database.

Previous approaches are either restricted to the objects and
rooms included in a particular database or use a single source
for their queries. Another limitation is that they do not pro-
vide a quantifiable analysis of the appropriateness of their re-
sults, and are normally tested on a very small set of objects
and rooms. This work avoids these limitations by using an
ensemble of relatively general sources and by providing two
metrics for comparison against human users.



3 Sources and Methods
There are several possible available sources that can be used
to estimate the most likely place to find an object. In
this research we used Google, DBPedia, ConceptNet, and
Word2Vec.

3.1 Google
When a search is performed, Google returns the number
of pages where matches (hits) with the indicated text were
found. An initial way to estimate probabilities with Google
is by searching pages with the object and the different rooms
in the environment. So, if the search apple+kitchen has more
hits than apple+bedroom, we can think it is more likely to
find the apple in the kitchen than in the bedroom. A dis-
advantage of considering only hit numbers is that values are
not proportional to the number of pages associated with each
room. A solution to this problem is proposed in [Cilibrasi
and Vitanyi, 2007], where the Normalized Google Distance
(NGD) for two terms x and y is described:

NGD (x, y) =
max {log f (x) , log f (y)}� log f (x, y)

logN �min {log f (x) , log f (y)}
(1)

being f(x) and f(y) the number of pages matching the terms
x and y respectively; f(x, y) is the number of pages match-
ing both terms together; and N is the size of the Google
Index. Google states that it has exceeded 60 billion of in-
dexed pages [Inside Press, 2015], although other estimates
give lower numbers [de Kunder, 2006]. The author of NGD
indicates that the higher the value of N the more stable is the
distance, so we decided to use Google’s estimate.

3.2 DBPedia
Through automated extraction techniques, DBPedia con-
structs semantic information from plain text stored in
Wikipedia. Once structured, the information can be consulted
using SPARQL[PrudHommeaux et al., 2008] which is avail-
able inside the DBPedia API functions1. Values for the rela-
tionship between the object and the room can be constructed
with this database counting the number of Wikipedia articles
in which, an object and an room appear simultaneously. The
SPARQL query used in this work to retrieve the number of
articles in Wikipedia with words spoon and kitchen is shown
below:

s e l e c t count ( ⇤ ) where {
quad map v i r t r d f : DefaultQuadMap {

graph ? g {
? s1 ? s 1 t e x t p ? o1 .
? o1 b i f : c o n t a i n s
’ ( spoon AND k i t c h e n ) ’
o p t i o n ( s c o r e ? sc ) .

}
}

}

1http://dbpedia.org/sparql or http://live.dbpedia.org/sparql

3.3 ConceptNet
It is a semantic network that contains a large number of facts
that a computer should know about the world, especially to
understand written texts [Liu and Singh, 2004]. It is con-
structed by nodes that represent words or short phrases of nat-
ural language, and labeled relations between them. Nodes in
ConceptNet are called terms. Figure 1 shows an extract of the
ontology for the term car and its relation to the term drive. It
shows a weight value (weight = 1.0), which can be used to
estimate the probability that the object is inside that room.

As a semantic network whose concepts are connected by
many dimensions, ConceptNet can approximate a value of re-
lation between two terms not as a simple function of the num-
ber of hops between nodes representing these terms, but also
considering the number and importance (weight) of all the
routes connecting the two nodes. It is this relationship func-
tion between the object and the room, which we have used
through the ConceptNet API available online2, where we sub-
stitute object and room for existing terms such as spoon and
kitchen.

Figure 1: Part of ontology in ConceptNet describing the term
car and its relation to drive

3.4 Word2Vec
The learning model Word2Vec [Goldberg and Levy, 2014] is
defined as a set of algorithms that takes a corpus of text as
input and generates a set of vectors representing the words
in that corpus. It first builds a vocabulary with the analyzed
text and then learn vectorial vocabulary representations us-
ing Deep Learning techniques. The resulting vectors can be
used as features in natural language processing. In this paper
we used pre-trained vectors from the Google News set con-
taining about a hundred billion words. This model gets 300-
dimensional vectors for three million words. Using the cosine
similarity between the vectors representing the searched ob-
ject and the room we can calculate a value for the object-room
relationship. If we have two words represented by the vectors
of dimension n, A = {A1, ..., An

} and B = {B1, ..., Bn

},
the cosine similarity is computed by the formula:

similarity =

P
n
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n

i=1 B
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i

(2)

After obtaining the relative values for each object-room re-
lationship according to the source used, a normalization pro-
cess is followed so that the probability of all rooms sums 1.

2http://conceptnet5.media.mit.edu/data/5.2/assoc/c/en/object?
filter=/c/en/room&limit=1



3.5 Combining Estimates from Different Sources
Estimating the probabilities of finding an object in different
rooms with a single source presents two problems: (i) the
source may not contain information about the objects we are
searching for, and (ii) the quality of the results varies depend-
ing on the object being searched. For instance, for Concept-
net, it is more likely to find milk in the laundry room than in
the kitchen, for Word2Vec, it is more likely to find the fab-
ric softener in the living room than in the laundry room, for
Google, it is more likely to find a laptop in the bathroom than
in the bedroom, and for DBPedia, it is more likely to find a
DVD in the patio than in the living-room.

Ensembles methods have been successfully used in ma-
chine learning to mitigate the errors from single classifiers.
In this paper we used an ensemble of the four sources and
evaluated three different ways to combine their results. Each
source returns an ordered list of rooms with an associated
probability. One of the easiest ways to make a combination
of ordered lists is using the Borda Method [de Borda, 1781].
It only takes into account the position in the list (i.e., not the
probability values). In this paper, we use it in two ways: for
combining the results from the Internet sources and for merg-
ing the users’ opinions that are used as a reference in the eval-
uation process as explained in Section 4.1.

Given N candidates and multiple voters where each voter
arranges candidates in descending order according to prefer-
ences, N �1, N �2, ..., 0 points are assigned to the first, sec-
ond and last candidate respectively as selected by each voter.
The points of each candidate are added up for all voters and
the winning candidate is the one with most points. If we think
that each source is a voter and if r

ik

is the position of the room
i in the ordered list produced by the information from source
k, then the Borda count for room i is given by the formula:

b
i

=

NX

k=1

(N � r
ik

) (3)

It has been proved that this method is an optimal positional
voting according to various standards [Lansdowne and Wood-
ward, 1996]. In particular, it determines the consensus that
minimizes the sum of squared deviations of the selection of
each voter and reduces the number and class of voting para-
doxes [Cook and Seiford, 1982].

Another way to generate a combination of results is to take
the average of the probability estimates generated by each
source. This allows to take into account the differences in
probability values between the rooms. If a source assigns a
high probability to a room, this may be enough to reach one
of the first places in the list even if the other sources produce
low probability values. The simplest combination P

S

for es-
timating probabilities is taking the average:

P
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) /4 (4)
being P
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the probability estimates obtained
from Google, DBPedia, ConceptNet and Word2Vec, respec-
tively.

Different sources may have different degrees of precision
so a more principled way of combining them is to estimate

their reliability and use it when combining their results. We
estimated the reliability of each source from half of the ob-
jects used in our experimental set and used a weighted combi-
nation of sources. The probability value P

W

of the ensemble
is given by the formula:

P
W

= W
G

P
G

+W
G

P
D

+W
G

P
C

+W
W

P
W

(5)

where the W
i

’s are the estimates for each source.
Once the combination values are obtained for each room

they can be normalized.

4 Evaluation
We need a reference value in order to evaluate the proposed
methods. We also would like the method to be used in realis-
tic conditions. With that purposes, we conducted a survey to
seven people who were asked to list ten small objects existing
in their homes. Additionally we include two sets of objects
from competitions in robotics and computer vision (Semantic
Robot Vision Challenge 2009 and ImageCLEF 2014). At the
end we used 72 objects as shown in Table 1.

We considered an environment conformed by ten rooms
shown in Table 2. We asked the same group of people to
answer a second survey where they decided in which order
should the set of ten rooms be explored in order to find each
of the 72 objects. The survey is shown in Figure 2.

Kitchen Bedroom Bathroom Living room
Dining room Study Play room Patio
Laundry room Garage

Table 2: Existing rooms in our tested environment.

User opinions from the second survey were combined us-
ing the Borda count method. Considering the most likely
place, according to the users’ average opinion, most of the
objects are located in the kitchen and the bedroom as shown
in Figure 3.

4.1 Evaluation Metrics
We have an ordered list of rooms from the users and we want
to compare it to ordered lists with a probability associated

Figure 2: Online survey to consult users on the room explo-
ration order for finding objects (interface in Spanish).



ac remote bookshelf coat dvd hand cream milk potato chips softener
apple bottle coffee extinguisher handbag mop potty spoon
baby bottle bread coke fly swatter headphone nail clipper printer tablet
backpack broom comb food inhaler orange pumpkin towel
ball cd cookie fork jacket paddle scissor toy
bed sheet cell charger cosmetic bag fridge key pen shirt toy car
bible cellphone cracker frying pan knife phone shoe trash
blanket chair cup glass of water laptop pillow soap tv remote
book clothe dinosaur glasses medicine plate sock videogame

Table 1: Objects used in the probability estimation experiments obtained by consulting 15 users.

Figure 3: Distribution inside the rooms of the objects used to
estimate the probability, according to the opinions of all users
computed from Borda count.

obtained from the different sources. We can either ignore the
probability values and make a comparison between two or-
dered lists or we can associate a probability to the user’s list
and compare two probability distributions. We followed both
approaches.

A measure to compare ordered lists is the Kendall’s Tau
distance [Kendall, 1938]. Let [n] = {1, ..., n} be a universe
of elements and S

n

the set of all permutations of [n]. For
� 2 S

n

let � (i) the position within the list of element i, then
the Kendall Tau distance K (�) is defined by:

K (�) =
X

(i,j):i>j

[� (i) < � (j)] (6)

which measures the total inversions between pairs of ele-
ments. The main disadvantage of the Kendall’s Tau dis-
tance is that it does not take into account the position of the
elements even though they may have different importance.
This is why authors ([Shieh, 1998], [Kumar and Vassilvit-
skii, 2010]) have proposed modifications to this metric to sat-
isfy the requirements of importance. There are many ways to
define a weighted analog for the Kendall’s Tau distance. A
summary of weighted measurements is given in [Webber et
al., 2010]. In particular, in this paper we used a penalty for
the inversion of the elements i and j as the product of their
weights w

i

w
j

[Kumar and Vassilvitskii, 2010], so the value
of weighted Kendall’s Tau distance K (�) is given by:

K
w

(�) =
X

(i,j):i>j

w
i

w
j

[� (i) < � (j)] (7)

where for each position i 2 {1 . . . n} in the list, we define
w

i

> 0 as the weight of element i, and w = {w1, ..., wn

} as
the set of weights.

The weight for the different sources are given by their es-
timated probabilities. In order to assign weights to the users,
we first counted how many times each user matches the vote
of all the users obtained with the Borda method. The results
are shown in Figure 4. This figure shows that on average,
users agree on the most likely room over 80% of the time
while for rooms that are in the middle of the list (positions 5,
6 and 7), the percentage of agreement is about 25%. We can
also notice that humans tend to agree as well on where not to
find a particular object. This suggests a very high probability
of finding an object in the first rooms suggested by the users
and a very low probability of finding the object in the last
rooms. A reasonable probability distribution for this behav-
ior is an exponential function. So for assigning the weights
of the users for the Kendall Tau distance, we used an expo-
nential function (e��x) that fits the coincidence of the users
on the first rooms, with � = 2.0, where x = 0, 1, .. is the
position in the list being x = 0 the first position.

We also compared every position on the list of the proposed
methods against the Borda count of the users. This is shown
in Figure 5. We can see that the proposed methods tend to
coincide in the first rooms but show little coincidences in the
last rooms. This is probably not surprising as the information
stored in the different sources is mainly about related objects
and not about where not to find an object. From this figure,

Figure 4: Coincidence of user opinions against Borda voting
of all users measured by room position in the exploration list.
The picture shows the average distances to 72 objects.



Figure 5: Coincidence of proposed methods against Borda
voting of all users measured by room position in the explo-
ration list. The picture shows the average distances to 72 ob-
jects.

we can clearly appreciate the advantages of using an ensem-
ble of sources as they obtained close to 45% of coincidences
in the first room (out of 10) while the sources percentages,
when considered in isolation, range between 18% (Google)
to 29% (ConceptNet). On the other hand, if we consider co-
incidences of the first room within the first 3 and 5 rooms
selected by humans, we obtained a coincidence of 65% and
77% respectively. In service robot applications it is impor-
tant to search in a small number of rooms. With the proposed
approach the probability of finding an object within the first
three rooms (out of 10), according to a set of users, is 65%.

Figure 6 shows the results of the individual sources used
as well as their ensembles using as reference the Borda vote
of all users. Measurements are taken with Kendall’s Tau dis-
tance in its weighted version. Under this measure, the best
results are those obtained with the ensembles.

Figure 6: Weighted Kendall’s Tau distance of the proposed
methods for probability estimation of the location of the 72
objects (average) in the rooms of a home environment mea-
sured against Borda voting of all users. Values close to 0
indicate greater similarity between lists.

For comparison we show the weighted Kendall’s Tau dis-
tance obtained from the evaluation of the opinion of individ-
ual users participating in the survey (see Figure 7). Since the
Borda count of the user is used as reference, it is not too sur-
prising that these results are better that the proposed methods.
It also shows certain consistency among users which is con-
sistent with the results shown in Figure 5 where there are high

Figure 7: Weighted Kendall’s Tau distance of individual opin-
ions of the location of the 72 objects (average) in the rooms
of a home environment measured against Borda voting of all
users. Values close to 0 indicate greater similarity between
lists.

Method Hellinder
Google 0.1957
DBPedia 0.5943
ConceptNet 0.5632
Word2Vec 0.2217
Borda 0.2647
SEns 0.1916
WEns 0.1916

Table 3: Hellinger distance between the exponential distri-
bution following the Borda count of the users and the differ-
ent sources, where SEns is the ensemble with a average of
the probabilities and WEns is the ensemble with the weighted
combination of sources.

levels of coincidences.
Another way to compare the results from the users against

the estimates from the different sources is assigning a prob-
ability value to the users. Using an exponential function
for the users, we compare it against the probability distri-
butions of the individual sources and the ensembles using
the Hellinger distance3. For discrete probability distributions
P = p1, p2, . . . , pk and Q = q1, q2, . . . ql it is defined as:

H(P,Q) =

1p
2

vuut
kX

i=1

(

p
p
i

�p
q
i

)

2

Table 3 shows the results. It can be seen that in general
the ensembles are closer to the probability distribution of the
Borda count of the users assuming an exponential distribu-
tion.

Making a comparison against the reported results in the lit-
erature is not easy as some of sources used to obtain the prob-
ability values are not longer available, and the objects and
type of rooms are all different. We present a partial, qualita-
tive comparison with other three approaches, by contrasting
the probabilities they obtain for some objects/rooms against

3Other measures, like Kullback-Leibler, do not apply as some
probabilities for certain objects and rooms are zero.



Article results Weighted Combination
cup glass sandwich chair cup glass sandwich chair

auditorium 0.070 0.075 0.085 0.050 0.059 0.069 0.046 0.099
classroom 0.070 0.075 0.085 0.160 0.052 0.061 0.078 0.121
conference room 0.070 0.075 0.085 0.270 0.107 0.120 0.060 0.118
hallway 0.060 0.065 0.075 0.040 0.060 0.128 0.054 0.103
kitchen 0.240 0.140 0.220 0.060 0.240 0.312 0.215 0.143
laboratory 0.070 0.230 0.085 0.050 0.059 0.067 0.058 0.090
locker room 0.070 0.075 0.085 0.050 0.206 0.102 0.109 0.092
office 0.135 0.040 0.045 0.160 0.072 0.064 0.062 0.149
restaurant 0.210 0.220 0.250 0.150 0.145 0.076 0.319 0.083

Table 4: Results reported in Searching Objects in Large-scale Indoor Environments: A Decision-theoretic Approach, Lars
Kunze, Michael Beetz, Manabu Saito, Haseru Azuma, Kei Okada, Masayuki Inaba [Kunze et al., 2012]. The results are
presented in the article in a graph, rather than a table, so the numbers are approximated.

Article results
laptop papers cup coffee

bathroom 0.070 0.100 0.360 0.220
printer room 0.230 0.570 0.160 0.210
kitchen 0.130 0.120 0.290 0.300
office 0.560 0.220 0.180 0.280

Weighted Combination
laptop papers cup coffee

bathroom 0.149 0.275 0.193 0.318
printer room 0.389 0.204 0.325 0.126
kitchen 0.213 0.200 0.359 0.392
office 0.249 0.321 0.122 0.165

Table 5: Results reported in Enabling Robots to Find and
Fetch Objects by Querying the Web (Extended Abstract).
Thomas Kollar, Mehdi Samadi, Manuela Veloso [Kollar et
al., 2012].

our ensamble method. The results are shown in Tables 4, 5,
and 6.

Although the analysis of the results is subjective and could
depend on each particular environment, we can appreciate
that in general the proposed method produces similar or better
results than the other approaches. In Table 4, both methods
produce reasonable results for all the objects. Table 5 shows
common sense results for both methods for three of the ob-
jects, but for cup the kitchen seems more probable than bath-
room. The results in Table 6 seem better for our approach in
at least three objects: book, glass, shirt. An important future
challenge for the service robots community will be to gener-
ate a benchmark in this area so that the different techniques
can be compared.

Our method is not restricted to any particular set of ob-
jects or rooms and combines information from more than one
source which, as shown in our experiments, produces better
results than using any single source.

Since the proposed method returns an ordered list of rooms
in less than a second using a standard computer, we used it on-
line with a real robot. In the experiments, the user specified
an object and the robot searched in its current map of the
environment finding the object in the first or second in an

Article results
news-

book glass knife milk paper shirt
bathroom 0.300 0.600 0.200 0.200 0.300 0.700
bedroom 0.200 0.300 0.100 0.100 0.100 0.300
kitchen 0.400 0.400 0.400 0.600 0.400 0.600
living 0.300 0.400 0.100 0.200 0.300 0.100

Weighted Combination
news-

book glass knife milk paper shirt
bathroom 0.304 0.243 0.187 0.234 0.303 0.314
bedroom 0.343 0.212 0.179 0.210 0.270 0.428
kitchen 0.25 0.412 0.523 0.370 0.279 0.166
living 0.101 0.132 0.110 0.185 0.147 0.092

Table 6: Results reported in Prior-Assisted Propagation of
Spatial Information for Object Search Malte Lorbach, Sebas-
tian Höfer, Oliver Brock [Lorbach et al., 2014]. The results
are presented in the article without normalization.

environment with 6 rooms.

5 Conclusions
We have proposed a mechanism to automatically estimate the
probabilities of locating an object in different rooms of a do-
mestic environment using a weighted combination of infor-
mation gathered from four different sources. Contrary to pre-
vious work, we have also proposed two metrics to evaluate
methods that generate probability estimations of object loca-
tions. An evaluation is also made comparing results against
the opinion of a group of users employing our measure of
similarity based on the weighted Kendall’s Tau distance over
a large number of objects. We have also qualitatively com-
pared our method against other reported work. In general,
our results are very competitive against other methods and
we were able to estimate the performance of the approach
against a set of users. We have also used our method on a ser-
vice robot under realistic conditions with promising results.
As future work, we are exploring other ways to improve the
probability estimates and include more powerful searching
and recognition methods of objects for a real robot.
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