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Abstract. People detection and tracking is a key issue for social robot
design and effective human robot interaction. This paper addresses the
problem of detecting people with a mobile robot using a stereo camera.
People detection using mobile robots is a difficult task because in real
world scenarios it is common to find: unpredictable motion of people,
dynamic environments, and different degrees of human body occlusion.
Additionally, we cannot expect people to cooperate with the robot to
perform its task. In our people detection method, first, an object segmen-
tation method that uses the distance information provided by a stereo
camera is used to separate people from the background. The segmen-
tation method proposed in this work takes into account human body
proportions to segment people and provides a first estimation of people
location. After segmentation, an adaptive contour people model based on
people distance to the robot is used to calculate a probability of detect-
ing people. Finally, people are detected merging the probabilities of the
contour people model and by evaluating evidence over time by applying
a Bayesian scheme. We present experiments on detection of standing and
sitting people, as well as people in frontal and side view with a mobile
robot in real world scenarios.

1 Introduction

Traditionally, autonomous robots have been developed for applications requir-
ing little interaction with humans, such as sweeping minefields, exploring and
mapping unknown environments, inspecting oil wells or exploring other planets.
However, in recent years significant progress has been achieved in the field of
service robots, whose goal is to perform tasks in populated environments, such
as hospitals, offices, department stores and museums. In these places, service
robots are expected to perform some useful tasks such as helping elderly peo-
ple in their home, serving as hosts and guides in museums or shopping malls,
surveillance tasks, childcare, etc [1,2,3,4,5,6]. In this context, people detection
by a mobile robot is important because it can help to improve the human robot
interaction, perform safety path planning and navigation to avoid collisions with
people, search lost people, recognize gestures and activities, follow people, and
so on.
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In this work, we propose to detect people applying a mobile robot using a
semi-elliptical contour model of people. The main difference between our pro-
posed model and previously proposed models is that our model takes into ac-
count the distance between the robot and people to try to get the best fit model.
Therefore, the contour model detects people without assuming that the person
is facing the robot. This difference is important because we cannot expect people
to cooperate with the robot to perform its task. The contour model is used to
get a first estimate of the position of a person relative to the robot. However,
instead of detecting people in a single frame, we apply a spatio-temporal detec-
tion scheme merging the probabilities of the contour people model over time by
applying a Bayesian scheme. The idea is that people who are detected by the
robot at different instants of time have a higher probability of detection. Our
experimental platform is an ActivMedia PeopleBot mobile robot equipped with
a stereo camera (See Figure 1).

(a) (b)

Fig. 1. (a) ActivMedia PeopleBot equipped with a stereo camera. (b) Stereo camera.

The paper is organized as follows: In section 2 we present related works. Sec-
tion 3 describes our segmentation method based on the distance to detected
objects. Section 4 introduces the adaptive contour model to get a first estima-
tion of the people position relative to the robot. Section 5 presents the detection
method using a spatio-temporal approach. Section 6 shows the principal exper-
iments and results. Finally, Section 7 presents conclusions and future research
directions.

2 Related Work

Depending on the specific application that integrates people detection and iden-
tification there are two princ460,13ipal approaches that can be applied over
images acquired: whole human body detection [7,8,9] and part-based body de-
tection [10,11], for instance, with single, stereo CCD or thermal cameras.
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The advantages of whole human body detection approaches are the compact
representation of the human body models such as human silhouettes [12,13,14].
The main drawbacks of these approaches are the sensitivity to object occlusion
and cluttered environments as well as the need of robust object segmentation
methods. Concerning part-based body detection approaches, the main advan-
tage is their reliability to deal with cluttered environments and object occlusion
because of their independence for whole human body parts detection. These ap-
proaches do not rely on the segmentation of the whole body silhouettes from the
background. Part-based body detection approaches, in general, aim to detect
certain human body parts such as face, arms, hands, legs or torso. Different cues
are used to detect body parts, such as laser range- finder readings to detect legs
[15,16] or skin color to detect hands, arms and faces [17,18,19].

Although people recognition using static cameras has been a major interest
in computer vision [18,20,21], some of these works cannot be directly applied to
a mobile robot which has to deal with moving people in cluttered environments.
There are four main problems that need to be solved for people detection with
mobile robots: real time response, robust object segmentation, incomplete or
unreliable information cues, and the integration of spatio-temporal information.
Below we briefly explain these problems.

1. Real time people detection. Service robots must operate robustly in real
time in order to perform their tasks in the real world and achieve appro-
priate human robot interaction. There are some real time object detection
approaches which use SIFT features [23] or the Viola and Jones algorithm
for face detection [22] that have been applied for people detection purposes.
However people detection is more complicated due to possible poses of the
human body and the unpredictable motion of arms and legs.

2. Object segmentation. General object segmentation approaches assume a
static background and a static camera [18,20,21]. In this way, object segmen-
tation can be achieved subtracting the current image from the background
reference resulting in a new image with the possible people detected. In the
case of mobile robots, to have a background reference for each possible robot
location is not feasible, so traditional segmentation is no longer applicable.

3. Incomplete or unreliable information cues. In the context of service
robots both, people and robots move within dynamic environments. For this
reason, information cues necessary for people recognition such as faces or
body parts are not always available. In the case of face detection, faces are
not always perceivable by the camera of a mobile robot. Concerning legs
detector, their main drawbacks are the number of false positives which may
occur, for instance, in situations where people′s legs are indistinguishable
from the legs of tables or chairs. As far as skin color detection approaches
are concerned, the principal problem is that, in cluttered environments, there
are typically many objects similar in color to human skin and people are not
always facing the robot.

4. Integration of spatio-temporal information. During navigation, robots
perceive the same objects from different locations at different periods of
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time. A video streaming can be used to improve the recognition rate using
evidence from several frames. This is conceptually different from most object
recognition algorithms in computer vision where observations are considered
to be independent.

3 Distance Based Image Segmentation

In this paper, we propose an image segmentation method based on distance. In
order to achieve the distance information, a camera stereo is used to calculate
the disparity between two images (left and right images). The idea of using a
disparity image is that objects closer to the camera have a greater disparity
than objects further to the camera. Therefore, the distance to the objects can
be calculated with an adequate calibration. An example of a disparity image
calculated from the images provided by a stereo camera is shown in Figure 2.

(a) (b) (c)

Fig. 2. Stereo images. (a) Left image. (b) Right image. (c) Disparity image. The color
of each pixel in the disparity image indicates the disparity between the left and the right
image where: clear colors indicate high disparity, dark colors indicate low disparity and
black pixels indicate no disparity information.

Once the distance to the objects has been calculated, we scan one of the stereo
camera images to segment objects based on the previous distance information.
The idea is to form clusters of pixels with similar distances to the robot (Z coor-
dinate) and, at the same time, near each other in the image ((X ,Y ) coordinate).
The clusters are defined as follows:

Ck = {μk
X , μk

Y , μk
Z , σk

X , σk
Y , σk

Z , ρk}, k = 1...N (1)

where μk
X , μk

Y and μk
Z are the mean of the X,Y,Z coordinates of the pixels within

the cluster k, σk
X , σk

Y and σk
Z are the variances of the X,Y,Z coordinates of the

pixels within the cluster k, ρk is a vector containing the coordinates of the pixels
in the cluster k, and N defines the maximum number of clusters.

The means and the variances of each cluster are calculated from the data
provided by the disparity image. The image is then scanned and for each pixel
we verify if X, Y, Z coordinates are near to one of the clusters. The segmentation
consists of three main steps for each pixel in the image as described below:

1. Calculate the distances of the pixel to the clusters based on the means of
the clusters:

dk
X = (X − μk

X)2, dk
Y = (Y − μk

Y )2, dk
Z = (Z − μk

Z)2 (2)
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2. If the cluster k has the lowest distance and dk
X < thX and dk

Y < thY and
dk

Z < thZ then assign the pixel to the cluster k and update the means and
the variances of the cluster. In this case, thX , thY and thZ are thresholds
previously defined.

3. If there are no clusters closed to the pixel create a new cluster and assign
the pixel to this cluster.

We use three different thresholds to perform the segmentation to exploit the fact
that, in most cases, the height of people in the images is larger than the width.
Therefore, we define thX < thY in order to segment objects with the height
greater than the width, as in the case of standing and most sitting human bodies.
Further more, after segmentation, clusters with irregular proportions (μX > μY )
are eliminated to take into account only objects with human proportions. In
Figure 3 two views of the coordinate system for the images shown in Figure 2
are illustrated.

(a) (b)

Fig. 3. Coordinate system for the image shown in Figure 2. (a) Front view. (b) Top
view.

Figure 4 shows examples of the object segmentation based on distance using
the method described in this section. This example illustrates the reliability of
our method to segment simultaneously one or more people.

4 Adaptive Semi-elliptical Contour Model

The segmentation method provides different regions where there are possible
people. The next step is to determine which of those regions effectively contain
people and which do not. In order to do that, we apply a semi-elliptical contour
model illustrated in Figure 5, similar to the model used in [25]. The semi-elliptical
contour model consists of two semi-ellipses describing the torso and the human
head. The contour model is represented with an 8- dimensional state vector:

dt
body = (xT , yT , wT , hT , xH , yH , wH , hH) (3)

where (xT , yT ) is the mid-point of the ellipse describing the torso with width wT

and height hT , and (xH , yH) is the mid-point of the ellipse describing the head
with width wH and height hH .
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(a) Original image 1 (b) Disparity image 1 (c) Segmented image 1

(d) Original image 2 (e) Disparity image 2 (f) Segmented image 2

Fig. 4. Segmentation method. These examples illustrate how our segment method is
able to segment one or multiple people. (a) and (d) are the original images, (b) and (e)
are the disparity images, and (c) and (f) are the result of our segmentation process.

Fig. 5. Semi-elliptical contour model of people similar to the model used in [25]

For each region obtained by the segmentation method an elliptic model is
fitted setting the mid-point of the torso ellipse to the center of the region. Since
people width varies with distance, we determine the dimension of the elliptic
model using a table containing the means of the width of torso and head for
five different people at different distances to the robot. This constraint avoids
considering regions whose dimensions are incompatible with the dimensions of
people at specific distances. At the same time, this constraint enables the robot
to achieve a better fit for the semi-ellipsis describing people.

As different people have usually different width, we adjust the contour people
model by varying the mid-point of the torso as well as its width and its height.
To determine which variation has the best fit, a probability of fitting for each
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variation is calculated. The idea is to evaluate the fitting probability as the
probability of the parameters of the contour people model given a person pi,
that we denote as P (dv

body|pi). The probability is calculated as follows:

P (dv
body|pi) = argmax

(Nf |dv
body)

NT
(4)

where Nf is the number of points in the ellipse that fit with an edge of the image
given the parameters of the model dt

body, v denotes the different variations of the
model and NT is the total number of points in the contour model. The edges of
the image are calculated applying the Canny edge detector [24]. The adjustment
process for the contour people model is illustrated in Figure 6.

(a) (b) (c)

Fig. 6. Adjustment process for the contour people model. (a) Original application of
the contour model. (b) adjustment process by varying the model parameters. (c) Final
application of the contour model.

5 People Detection and Tracking

To detect people, we obtain first the regions of interest using the method de-
scribed in Section 3. After that, we evaluate the probability of detection using
the contour people model described in Section 4. At this point we can determine,
with certain probability, the presence of people in the image. In this work, we
improve over traditional-frame based detector incorporating cumulative evidence
from several frames using a Bayesian scheme.

Once a person pi has been detected at time t, we proceed to search if that
person was previously detected at time t− 1 calculating the Euclidean distances
from the position of the current person to the positions of the previously detected
people. If the distance between two people is less than a threshold, then we
consider these people to be the same. Once two people have been associated we
proceed to calculate the probability of a person pi at time t denoted as P (pt

i) as
follows:

P (pt
i) =

P (dt
body|pi)P (pt−1

i )

(P (dt
body|pt

i)P (pt−1
i ) + (P (dbody| ∼ pt

i)P (∼ pt−1
i )

(5)

where P (dt
body|pi) is the probability of fitting the contour people model at time t

which is calculated applying equation 4. P (pt−1
i ) is the probability of the person
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pi at time t − 1. P (dbody| ∼ pt
i) is the probability of not fitting of the contour

people model at time t and P (∼ pt−1
i ) is the probability that the person pi has

not been detected at time t − 1.

6 Experimental Results

We tested our people detection method using a mobile robot equipped with
a stereo camera. The experiments were performed in a dynamic indoor envi-
ronment under different illumination conditions and with sitting and standing
people placed at different distances from the robot (1 to 5 m). The number of
people varies from 1 to 3 people. Due to the fact that we do not use the face
as a cue to detect people our method can detect people facing or not the robot.
Figure 7 compares the performance of our people detection method using a sin-
gle frame detection scheme against our people detection method using evidence
from several frames applying a Bayesian scheme. Figure 8 shows how our people
detection method is able to detect multiple people and track them over time.
We consider a person as detected if P (pi) > 0.8. We calculated the detection
rate DR as follows:

DR =
ND

NT
(6)

where ND is the number of frames where people were detected with P (pi) > 0.8,
and NT is the total number of frames analysed.

Our detection method has a CR of 89.1% using P (pi) > 0.8 and 96% if we use
P (pi) > 0.6. Table 1 presents the detection rate of our method compared with
the classification rate reported in [25] which presents two different approaches
to detect people using a thermal camera and a semi-elliptic contour model.

In Figure 9 one can see the results of different experiments on detection of stand-
ing and sitting people, as well as people in frontal and side view with a mobile robot
in real world scenarios using our proposed people detection method are shown.

(a)

Fig. 7. People detection performance. The Bayesian people detection outperforms the
single frame detection. At the top of the chart we show images at different periods of
time showing the output of our people detection method.
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Table 1. Comparation with other works

Method Classification rate
Contour [25] 88.9
Combination with grey features [25] 90.0
Our Method (Spatio-temporal) 96.0

(a)

Fig. 8. Multiple people detection performance

Fig. 9. Experiments performed using a mobile robot in dynamic indoor environments

7 Conclusion and Future Work

This paper addressed the problem of detecting people with a mobile robot using
a stereo camera. The proposed segmentation method takes into account hu-
man body proportions to segment people and to provide a first estimation of
people location. We presented an adaptive contour people model based on peo-
ple distance to the robot. To detect people, we merged the probabilities of the
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contour people model over time by applying a Bayesian scheme. According to
the experiments evidence, we show that our method is able to segment and
detect standing and sitting people in both front and lateral views. Neither pre-
vious visual model of the environment nor mandatory facing pose of people is
involved in our method. The future research directions of this work are fusing
information from diverse cues such as skin, clothes and body parts to reduce the
number of false positives, and the incorporation of a semantic map with a priori
information about the probable location of people. Concerning people tracking
a simple Euclidean distance based tracker has been used at this stage of our
research. However, the integration of appearance model, motion model and a
Kalman filter are considered in the near future to improve the people tracking
process.
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