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A new approach called shortest feature line segment (SFLS) is proposed to implement pattern classifica-
tion in this paper, which can retain the ideas and advantages of nearest feature line (NFL) and at the same
time can counteract the drawbacks of NFL. The proposed SFLS uses the length of the feature line segment
satisfying given geometric relation with query point instead of the perpendicular distance defined in NFL.
SFLS has clear geometric-theoretic foundation and is relatively simple. Experimental results on some
artificial datasets and real-world datasets are provided, together with the comparisons between SFLS
and other neighborhood-based classification methods, including nearest neighbor (NN), k-NN, NFL and
some refined NFL methods, etc. It can be concluded that SFLS is a simple yet effective classification
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1. Introduction

With the development of pattern classification (Theodoridis and
Koutroumbas, 2006), various classification methods have been pro-
posed. The nearest neighbor (NN) rule is a non-parametric and
neighborhood-based classification approach which is simple, yet
effective. NN has the asymptotic error rate that is at most twice
the Bayes error rate (Duda et al., 2001). NN also has its own draw-
backs, i.e., the representational capacity of the dataset and the
error rate of classification rely on how the training samples are
chosen to account for possible variations and also how many train-
ing samples are available (Li and Lu, 1999). The performance of NN
also relies on the definition of the distance measure used. Lots of
modified approaches have been proposed aiming to suppress the
drawbacks, such as k-NN, surrounding neighbor (SN) (Chaudhuri,
1996), graphic neighbor (GN) (Sanchez et al., 1997) and nearest
feature line (NFL) (Li and Lu, 1999; Li et al., 2000).

In the neighborhood-based classifiers referred above, NFL is a
non-parametric classifier which attempts to improve the represen-
tational capacity of a sample set with limited size by using the
straight lines which pass through each pair of the samples from
the same class. NFL can add extra information to the original
sample set and it has shown wonderful performance in many
applications, such as face recognition (Li and Lu, 1999), image clas-
sification (Li et al., 2000), audio retrieval (Li, 2000), speaker identi-
fication (Chen et al., 2002), etc. Though successful in improving the
classification performance, NFL still has its obvious and even fatal
drawbacks. Two types of trespassing can cause extrapolation inac-
curacy and interpolation inaccuracy (Zheng et al., 2004; Du and
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Chen, 2007). In addition, NFL has relatively high computational
complexity. As referred by the author of (Du and Chen, 2007):
“extra-information is a double-edged sword.”

To counteract drawbacks of NFL, there emerged several rectified
or modified NFL methods (Li, 2008). In (Gao and Wang, 2007), cen-
ter-based nearest neighbor (CNN) method was proposed to reduce
the computational cost of the original NFL method by defining an-
other kind of line called center-based line (CL). This CL connects a
training sample point and the center of the sample’s corresponding
class, instead of two training sample points constituting the FL
in NFL method. In (Zheng et al., 2004), the authors pointed out
one of the inaccuracies caused by the trespass referred above-
extrapolation inaccuracy, and they proposed a solution called
nearest neighbor line (NNL). NNL can also significantly reduce
the computational cost. In (Zhou et al., 2004b), a tunable nearest
neighbor (TNN) method was proposed to improve the performance
of NFL. In (Zhou and Kwoh, 2004), nearest feature midpoint (NFM)
was proposed to refine NFL by defining the distance metric as the
minimum Euclidean distance between the query point and the
midpoints of the two sample point constituting FL. The computa-
tional complexity of NFM is significantly less than NFL. All the
refined methods cannot counteract the interpolation inaccuracy.
Rectified nearest feature line segment (RNFLS) was proposed in
(Du and Chen, 2007) and the authors declared that RNFLS can
counteract both the two inaccuracies mentioned above. Thus it
can improve the classification performance further. RNFLS also
has its deficiencies. The major are that the implementation of
RNFLS is relatively complex and has the procedure of pre-selection
of sample subspaces (Du and Chen, 2007). There are also other
types of modified NFL methods. In (He, 2006), kernel method and
subspace analysis are introduced to extend nearest feature line
to nonlinear nearest feature line subspace. In (Pang et al., 2007),
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subspaces are constructed by nearest feature line distance of intra-
class to achieve a desirable discriminating ability. In this paper, we
propose a novel modified NFL classification approach called short-
est feature line segment (SFLS). Our approach has clear geometric-
theory foundation and retains the ideas and advantages of original
NFL, i.e., it uses a linear model of pairs of sample points within the
same class. Instead of calculating the distance between the query
point and the feature line, SFLS attempts to find the shortest fea-
ture line segment which satisfies the given geometric relation to-
gether with the query point. SFLS has wonderful classification
ability and it can suppress the extrapolation inaccuracy and inter-
polation inaccuracy of original NFL. The SFLS’s implementation is
relatively simple and it has no pre-process procedure. Experiments
are provided based on some artificial datasets and real-world data-
sets and corresponding experimental results show that the SFLS
has wonderful classification performance when compared with
other neighborhood-based classification methods such as NN,
k-NN, NFL and some refined NFL, etc. This work is based on our
previous work in (Yang et al., 2009).

2. Brief introduction of nearest feature line approach

Nearest feature line (NFL) approach is to use the information
provided by each pair of points in the same class by constituting
some feature line (FL) spaces. The NFL distance is defined as the
Euclidean distance from the query point to the FL, i.e., the distance
between a query point and its projection onto the FL as illustrated
in Fig. 1. When the sample set’s size is relatively small and the
sample data’s feature vector has relatively high dimension (Zhou
et al.,, 2004b), NFL approach is consistently superior to the NN
methods based on conventional distance definitions.

2.1. Basics in NFL
Suppose thatx/, x! (i +#j,1 <1i,j < N,) be two training samples
belonging to the same class 0, where 0 = 1,...,M. Here M repre-
sents the number of class and N, represents the number of samples
belonging to class 0. The dimensionality of the training sample’s
feature vector is denoted by n. Straight-line x/x! passing through
x{ and x/ is named a feature line (FL) of the class 0. Let x, be a query
sample point and xj; be the projection point of the x, on the FL x7x.
x! can be calculated based on (1) and (2). Here suppose that xg, x!

ij
and xj(’ are all column vectors.

Xy = (1= px! + px, (1)

where

Fig. 1. Query point, feature line and the distance between them.
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The distance from the query point X, to the Ffof_xj‘.’ can be calculated
as follows:

0 00
d’(xg, X/X/) = ||xg — X{ |, 3)

where || - || denotes some norm, e.g. Euclidean norm.
The classification decision can be made according to (4):

0" = argmind’, (4)
1<0<M

where 6 is the class label assigned to query point X,. The NFL dis-

tance is defined in (5):

dve =d" . (5)

One of the advantages of the NFL is that the representational capac-
ity of training samples can be generalized by NFL, i.e., NFL can add
extra information to training samples. For a given training sample
set, quantity of line features (corresponding to the FLs) based on
NFL is always larger than that of point features (corresponding to
sample points). Because if there are N, training samples belonging
to class 0, there will be Ny(N, — 1)/2 feature lines. Ny(N, — 1)/2 fea-
ture lines always carry more information than the N, sample points.

However the extra information might be a double-edged sword.
Although successful in improving the classification performance,
there are still some drawbacks in NFL that will limit its further
application in practice. Two main categories of drawbacks can be
summarized as follows:

(a) It will encounter large computational complexity when there
are too many samples in each class. As referred above, if there
are N, training samples belonging to class 6, there will be
Ny(Ny — 1)/2 feature lines. Suppose that each sample’s fea-
ture vector is n dimension, for the traditional NFL, there are
(3xn+1)x(Nyx(Ny—1)/2) multiplication operations.
Some research attempted to resolve such a problem, e.g. in
(Chen et al., 2002), a fast algorithm to calculate d’(x,, x{x!)
is proposed, the computation time of which is only 1/3 of
the traditional NFL.

(b) It will encounter the problem of extrapolation inaccuracy
and interpolation inaccuracy, which are discussed further
as follows.

2.2. Inaccuracy of NFL caused by trespass

In NFL, the perpendicular distance between the query sample
and the FL is used as the decision criterion. When a straight line
of one class trespasses into one of other classes area, according
to NFL, it may lead to classification error. Two types of trespassing
are discussed in this section, which can cause two types of inaccu-
racies: extrapolation inaccuracy and interpolation inaccuracy (Du
and Chen, 2007).

2.2.1. Extrapolation inaccuracy

In Fig. 2, the query sample X, is surrounded by the samples
belonging to class “Star” (xj,...,xj in Fig. 2), but it is classified to
class “Circle” with the decision criterion of NFL illustrated in (4).
This classification error is due to the extrapolating part of FL x{xS.

It can be proved that extrapolation inaccuracy can be ignored if
the dimension of feature space is large enough (Du and Chen,
2007). But in a feature space with low dimension, it actually harms.
To counteract the extrapolation inaccuracy, several researchers
made their helpful attempts. The author in (Zheng et al., 2004) pro-
posed nearest neighbor line (NNL). In NNL, only one feature line is
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Fig. 2. Extrapolation inaccuracy.

used to represent one class, which links the query sample’s nearest
two sample points. NNL can avoid the extrapolation problem, but it
may also cause the loss of classification ability (Du and Chen,
2007). In (Zhou and Kwoh, 2004), nearest feature midpoint
(NFM) was proposed which attempt to overcome the extrapolation
inaccuracy by defining the distance metric as the minimum
Euclidean distance between the query point and the feature line’s
midpoint instead of the perpendicular distance defined in NFL. In
other researches such as tunable nearest neighbor (TNN) (Zhou
et al., 2004b), rectified nearest feature line segment (RNFLS) (Du
and Chen, 2007) and extended nearest feature line(ENFL) (Zhou
et al., 2004a), they modified the original NFL distance metric defi-
nitions according to the relative position relationship between the
query point and the feature line (According to the definitions and
rules in RNFLS, the two points constructing the line segment can
be the same point. The distance definition in RNFLS also includes
the point to point distance). Thus the query points with the same
original NFL distance can be dealt with discrimination and extrap-
olation inaccuracy can be counteracted.

2.2.2. Interpolation inaccuracy

In Fig. 3, an example of interpolation inaccuracy in NFL is illus-
trated. The query sample x, is surrounded by the samples belong-
ing to class “Star”, but x, is classified to class “Circle”. This is due to
the territory of class “Star” is trespassed by interpolating part of FL
X5X5.

To counteract the interpolation inaccuracy, authors in (Du and
Chen, 2007) proposed a method for sample selection. They con-
struct rectified nearest feature line segment (RNFLS) subspaces to
represent each class by having removed those line segments tres-
passing the class-areas of other classes.

Fig. 4 illustrates a case which can produce both the extrapola-
tion inaccuracy and interpolation inaccuracy. The NFL-refined
methods referred above, including NNL, NFM, TNN, can only sup-
press the extrapolation inaccuracy. The RNFLS method can coun-

Fig. 3. Interpolation inaccuracy.

Fig. 4. Sample distribution causing significant interpolation and extrapolation
inaccuracy problem.

teract both extrapolation and interpolation inaccuracy and it can
implement classification well in the case as illustrated in Fig. 4.
In the same environment, the classification error will increase sig-
nificantly for NFL. However, RNFLS also has its drawbacks. Its
implementation is relatively complex. To overcome the interpola-
tion inaccuracy, RNFLS has the procedure of sample subspace
selection. To overcome the extrapolation inaccuracy, its calculation
methods (or definitions) of the distance metric are various in dif-
ferent cases. Its computational complexity is relatively high. In
next section, a novel feature line segment approach is proposed,
which is simple yet effective and can suppress both the interpola-
tion inaccuracy and extrapolation inaccuracy.

3. Shortest feature line segment classification approach

To utilize the advantages brought by the line features and to
counteract the drawbacks of the traditional NFL and the modified
NFL methods, SFLS is proposed in our research. The basic ideas
are as follows. SFLS does not calculate the distance between the
query point and the feature line. Instead, it attempts to find the
shortest feature line segment which satisfies given geometric rela-
tion constraints together with the query sample. Two samples in
the same class constitute a feature line segment. If the query point
is inside or on the hypersphere centered at the midpoint of the fea-
ture line segment (obviously, the diameter of the hypersphere is
the length of the feature line segment), the corresponding feature
line segment will be tagged. Then find out the shortest feature line
segment in all the tagged feature line segments and assign the
shortest feature line’s class label to the query sample. The specific
classification procedure is as follows:

Letx/,x! (i+#qj,1 <i,j <N,) be two training samples belong-
ing to the same class 0, 0 =1, ..., M, where M represents the num-
ber of class and N, represents the number of samples belonging to
the class 0. When there are N, samples belong to class 0 in training
set, there will be Ny(N, — 1)/2 feature lines segments. For a query
sample point x,, execute the steps as follows:

1) Calculate the angle (denoted by o) between vector x; — X/
and vector X, — X! based on (6):

T 0
180 Xg — X' (xg — X¢
cx:—-arccos%, (6)
T ll%gX7 1| - [1XgX] |
where x4, x/ and x are all column vectors and || - || denotes

the Euclidean norm. The unit of « is deg.
If o is an acute angle (i.e., 0 < o < 90), leave feature line seg-
ment x{x/ untagged.
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(@ (b)

Fig. 5. Relative position relation between query point and feature line segment.

If o is a right angle or an obtuse angle (i.e., 90 < o < 180), tag
feature line segment x/x/.
2) Find out the shortest tagged feature line segment:

W , 1abel class 0" to query point x,. If there is no tagged feature
line, then the corresponding query point is rejected to be classified.

Based on the basic geometric theorem, as illustrated in Fig. 5, if
o is an acute angle, then x, is outside the hypersphere; if o is a right
angle, then X, is on the hypersphere; if o is an obtuse angle, then x,
is inside the hypersphere. The hypersphere’s center is the midpoint
of the feature line segment W and its diameter is the length of the
feature line segment x/x;/.

The classification procedure can be briefly illustrated in Fig. 6.

In Fig. 6, query point x, is inside hypersphere centered at mid-
point of x{x3, whose diameter is ||x{ — x5||. X, is also inside hyper-
sphere C. centered at midpoint of x$x5, whose diameter is
I — x5||. Feature line segment x{x5 and x5x5 are both tagged.
X5x5 is shorter than x$x5, so query point X, is labeled class “Circle”.

In the worst case, i.e., there is no tagged feature line for a test
sample x,, if the rejection decision is not permitted, just use the
rule of nearest neighbor (NN) instead to make the classification
decision for the samples which are reject to be classified by SFLS.

4. Analysis of SFLS

SFLS proposed in this paper has powerful classification ability
and it can suppress some significant drawbacks of NFL. SFLS is also
relatively easy to be implemented and it has relatively low compu-
tational complexity.

4.1. Classification ability analysis

4.1.1. SFLS maintains the advantages of the NFL

Obviously, one feature line in NFL corresponds to one feature
line segment in SFLS. SFLS retains the ideas and advantages of
NFL, i.e., it uses a linear model of each pair of sample points within

the same class to generalize the representational capacity of sam-
ple set.

Although perpendicular distance used in NFL has its deficien-
cies, it still has its rationality to represent the similarity between
the query point and some class. SFLS does not directly use the per-
pendicular distance from the query sample x, to the feature line
segment ij" in classification, but it can be considered to use the
perpendicular distance indirectly, which can be justified as
follows:

When the shortest feature line segment of each class which sat-
isfies the geometric condition defined is found, the maximum va-
lue of the distance from the query sample x, to the shortest
feature line segment XlTXJ{’ of each class is determined, as illustrated
in Fig. 7.

In Fig. 7, the perpendicular distance from X, to the shortest fea-
ture line segment W of class 6, denoted by d’, satisfies
dy < dj,,, = X! — /|| /2. The classification decision of SFLS in fact
can be considered as being based on the perpendicular distance,
but the distance used for decision is the maximum value (or upper
bound) of the corresponding distance from the query point x4 and
the shortest feature line segment x,ij" in each class. To compare the
upper bound of perpendicular distance is more conservative than
to compare the distance directly. SFLS is equivalent to NFL to some
extent, but it is relatively conservative. Sometimes, more conserva-
tive means more reliable.

4.1.2. SFLS has the concentration property of feature line segment
SFLS uses the feature line segment instead of feature line. The
feature space constituted by feature line segments has a good
property, i.e., the concentration (Du and Chen, 2007). The distribu-
tion of line segments is denser at the center than at the boundary if
the distribution of original sample points is under a uniform den-
sity. A Gaussian distribution can be viewed as a pile-up of several
uniform distribution disks with the same center but different ra-
dius. It is conjectured that this concentration property also applies
to the Gaussian case. For a two-class classification problem with

Fig. 6. Shortest feature line segment classification.

Fig. 7. Perpendicular distance and length of the feature line segment.
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Gaussian distribution, it can be concluded that stronger concentra-
tion property can bring the improvement of classification accuracy
(Du and Chen, 2007). The author in (Du and Chen, 2007) referred
that the concentration property can be extended to classification
problems in which the overlapping is caused by noise scattering
of two or more classes under similar distribution but different cen-
ters. It reverses the scattering and achieves a substantial improve-
ment. Detailed descriptions on the concentration property and
related proof can be found in (Du and Chen, 2007).

4.1.3. SFLS has more reasonable similarity definition

NFL only uses the perpendicular distance from the query point
to the feature line as the criterion for classification decision. The
perpendicular distance is in fact the similarity between point fea-
ture and line feature. What we concern is the similarity between
the query sample and the given class. Only such a distance is not
sufficient to represent the similarity between query sample and
the feature line’s corresponding class. Less perpendicular distance
does not always represent more similarity. Such a proposition
can be supported by the two kinds of inaccuracies aforementioned.
In SFLS, as referred above, both the distance and the volume of the
hypersphere constituted by feature line segment and query point
are emphasized to define the similarity. For a tagged feature line
segment, the shorter the feature line segment is, the less the vol-
ume of the hypersphere covering the query point and the feature
line segment is. Less volume represents more similarity between
query point and feature line segment.

According to the similarity definition in SFLS, there exists a good
property: the query point is always near to both the two points
constituting the shortest feature line segment. It can better reflect
the similarity between the query point and the corresponding
class. Such a property can be proved as follows:

As illustrated in Fig. 5, according to the basic geometric
theorem:

If a query sample x, is outside the hypersphere generated based

on a feature line segment x{x?, then

2 2 2
%X 1% + llxqX] 11 > (10X (7)

i
comes into existence,

If a query sample x, is inside or on the hypersphere generated

based on a feature line segment x/x/, then

2 2 2
[1XgX7 117 + [[%gX][|° < [1%/x] | (8)

comes into existence.
Suppose that x" x!" is the shortest feature line segment of x, (i.e.,
SFLS label class 0" to query point x,) and %" x"|| = r, then

12 112
%X [I° + lIxgX]"[|* < 72 )

The quadratic sum has an upper bound.

For the shortest feature line segment, the length r is always rel-
atively small thus the quadratic sum has a relatively small upper
bound. So, in SFLS, the query sample x4 is always near to both
the two points (x{" ,x;’“) constituting the shortest feature line
segment.

Based on the analysis above, it can be concluded that the simi-
larity definition in SFLS should be more reasonable and more com-
prehensive to describe the query point and the class represented
by the feature line segment.

4.1.4. SFLS can suppress the inaccuracies caused by the trespass

First, SFLS uses line segment instead of straight line. Intuitively,
a line segment has finite length while a straight line extends to
infinity. Thus the probability to produce trespass problems can
be reduced when using feature line segment.

Fig. 8. Sample points with the same NFL distance.

Second, in Fig. 8 we can see that, all the points at two parallel
dash lines have the same NFL distance according to FL x{xj. All
the query points with the same NFL distance will be treated indis-
criminatingly. This is an important reason for generation of extrap-
olation and interpolation inaccuracies. While in SFLS, all the query
samples with the same NFL distance are treated discriminatingly.
Because, not all the query samples satisfy the geometric relation
defined in SFLS with x{x in Fig. 8.

Third, SFLS has no problem of extrapolation inaccuracy. This
can be proved geometrically as follows:

In NFL, i denotes the position parameter. Rewrite (2) as follows:

;
(X —x1) (] —x))

H = T
(x! —x{) (%] —x{)

In Fig. 1, the projection of x; onto feature line x{x is denoted as x;.
Define the direction from x{ to x/ as the forward direction.

When u <0, xj; is a backward extrapolating point on the x/ side.
When p> 1, %/ is a forward extrapolating point on the x{ side.
When 0 < u <1, xj; is an interpolating point between x{ and x/.

In SFLS, for query point x, and the tagged feature line segment
xx!, 0 < u< 1 definitely comes into existence. Thus, there is no
problem of extrapolation inaccuracy in SFLS.

Fourth, SFLS can suppress the interpolation inaccuracy in some
cases as illustrated in Fig. 9.

In Fig. 9, for query point x,, the shortest feature line segment in
class “circle” is ||x{x{|| and in class “Star” is ||x}x?||. The query point
X4 surrounded by samples of class “Star” is classified to class “Cir-
cle” by NFL due to the interpolation inaccuracy (d° < d*). But it is

correctly classified to class “Star” by SFLS because [|xxf[| > ||x:x3]].

As referred above, the similarity definition in SFLS is more rea-
sonable. In SFLS, not all the feature line segments are proper to be
used as representatives for a class. SFLS can be considered as per-

forming a selection of all feature line segments according to the

Fig. 9. NFL and SFLS in interpolation inaccuracy problem.
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geometric relation defined before performing the classification.
The sample pair constituting the shortest feature line segment is
always in the neighborhood of the query point in SFLS. The occur-
rence possibility of trespassing problems (including extrapolation
and interpolation) is relatively low. Consequently, interpolation
inaccuracy problem can be suppressed to some extent in SFLS.

It should be noted that SFLS can only reduce the probability to
produce interpolation inaccuracy, i.e., SFLS can not thoroughly re-
solve interpolation inaccuracy. No classification approach is
panacea.

It can be concluded that SFLS proposed in this paper retains the
advantages of NFL and it has the good property of concentration.
SFLS has relatively more reasonable similarity definition and it
can counteract the inaccuracies caused by the trespass. Based on
analysis above, for SFLS, better classification performance can be
expected.

4.2. Computational complexity analysis

If there are Ny samples belong to class 6 in training set, there exist
Ny(Ny — 1)/2 feature line segments. Suppose that feature vector of
each sample has n dimension, the computation in SFLS for each class
includes (3 x n) x (Ng x (Ng— 1)/2) multiplication operations
which is less than that of original NFL: (3 x n+ 1) x (Np x (Ny — 1)/
2). And it should be noted that there is no offline samples subspace
selection or preparation or the classification based on SFLS. In RNFLS,
offline preparation is needed, which has computation time complex-
ity of O(N?), where N denotes the number of training samples.

In general, SFLS proposed in this paper is a simple yet effective
classification method. It has clear geometric-theoretic foundation.
It retains the main ideas and advantages of NFL and at the same
time it can counteract extrapolation inaccuracy and interpolation
inaccuracy. SFLS attempts to find the shortest feature line segment
which is “near” to the query point. However, the “near” is not de-
fined based on the perpendicular distance from the query point to
the feature line. It uses the geometric relation to define a more rea-
sonable “near”, i.e., the similarity.

5. Experiments

The classification performance of SFLS is compared with classi-
fication approaches including NN, k-NN, traditional NFL, NNL, TNN,
RNFLS. The experiments are executed on four artificial datasets and
some real-world datasets including UCI (BLAKE and Merz, 1998).

5.1. Artificial dataset: two-spiral
The two spiral curves can be generated based on (10) and (11)

as follows (Denoeux and Lengelle, 1993; Sin and DeFigueiredo,
1993; Chen et al., 1994; Du and Chen, 2007):

x = k6 cos(6)

spirall : {y _ ksin(0) (10)
spiral2 {X = kocos(0+m) (11)
y =ko0sin(0 + m)

Set parameter 7/2 < 0 < 3w and suppose that each class’s probabil-
ity density is uniform along the corresponding curve. The two-spiral
dataset for experiment is polluted by Gaussian noise whose mean is
zero and variance is ¢ = 1.5. The two spiral curves and the polluted
two spiral curves for experiment are illustrated in Fig. 10.

Totally 500 samples are generated. Class 1 and class 2 each has
250 samples. Randomly select 125 training samples from each
class, the remainder are reserved for test. Then we use NN, k-NN,
NFL, NNL, RNFLS and the SFLS proposed to perform the classifica-
tion. The k parameter in k-NN is set to 3. The classification proce-
dure referred above is executed for 10 times. In each time, samples
for training and test are re-selected randomly. The experimental
results are listed in Table 1.

Based on the results listed in Table 1, it can be seen that NFL is
not proper to be used in two-spiral classification problem. In this
experiment, NN and k-NN perform better than NFL, because the
sample point’s corresponding feature vector is 2-dimension, which
is low. As referred in section 2.2.1, the trespass will harm when the
feature vector of the sample point has relatively low dimension.
The scale of sample set in this experiment is not too limited. In
such a case, generalizing representational capacity by using line
feature instead of point feature to improve classification perfor-
mance may not be as effective as the one in small-scale sample
sets. RNFLS gains better performance due to the building of the
RNFLS subspace and various definition of distance. SFLS proposed
in this paper is relatively simple but it also achieves the same clas-
sification accuracy as RNFLS due to its classification ability ana-
lyzed in section 4.1.

5.2. Artificial dataset: three-spiral

The three spiral curves can be generated based on (12)-(14) as
follows:

Table 1
Two-spiral classification performance.

Classification Correct rate (min  Correct rate (max Correct rate

approach value) (%) value) (%) (mean value) (%)
NN 93.6 96.8 95.5
k-NN 94.8 98.4 96.6
NFL 52.0 63.2 56.0
NNL 85.2 91.6 89.2
RNFLS 94.0 97.2 96.0
SFLS 94.0 97.2 96.0

Fig. 10. Two-spiral curves (a) Two-spiral; (b) Two-spiral polluted with Gaussian noise.
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. [ x= (k10 + ay) cos(0)

spirall : {y (ke0+ @) sin(0) (12)
. . X (k20+a2) 5(0)

spiral2 : {y (ko0 1 ay) sin(0) (13)
o [ x= (k30 + a3) cos(0)

spiral3 : {y (ks0 1 a3) sin(0) (14)

Set parameter a, =0, a, = 6, as = 12, k; = k» = k3 = 3 and suppose that
each class’s probability density is uniform along the corresponding
curve. The three-spiral dataset for experiment is polluted by
Gaussian noise whose mean is zero and variance is ¢ = 1.5. The
three-spiral curves and the polluted three-spiral curves for experi-
ment are illustrated in Fig. 11.

Totally 750 samples are generated. Class 1, class 2 and class 3
each has 250 samples. Randomly select 125 training samples from
each class, the remainder are reserved for test. Then we use NN,
k-NN, NFL, NNL, RNFLS and the SFLS proposed to perform the
classification. The k parameter in k-NN is set to 3. The classification
procedure referred above is executed for 10 times. In each time,
samples for training and test are re-selected randomly. The exper-
imental results are listed in Table 2.

For the data of three classes of spirals, the chance to encounter
trespass has been significantly increased. Based on the experimen-
tal results listed in Table 2, it can be concluded that NFL is not
proper to be used in such an environment. Other NFL modified ap-
proaches also cannot achieve ideal classification performance. SFLS
proposed in this paper achieve the best performance among all the
NFL modified or refined approaches.

5.3. Artificial dataset: two classes with Gaussian distribution

To compare the classification performance of the SFLS and other
classification methods with that of Bayesian classifier, we generate
the artificial two-class dataset with known probability density. Any
sample in our dataset has two dimensions (x,y). x is a Gaussian
distributed variable and y is a uniform distributed variable. Their
joint-probability density function is as follows (Du and Chen, 2007):

1 1 2
Vamoba) exp[-3(%)7], a<y<b,
0, otherwise;
a<y<hbh,

Delass1 (x,y) = {
(15)

1 exp[—1 (£,
Pelass2 (X, ¥) = vameo(b-a) 2Vo .
0, otherwise;

where p denotes the distance between the two Gaussian centers.
Totally 500 samples are generated. Class 1 and class 2 each have
250 samples. Randomly select 125 training samples from each class,
the remainder are reserved as test samples. About 10 different p

Table 2
Three-spiral classification performance.

Classification Correct rate (min  Correct rate (max Correct rate

approach value) (%) value) (%) (mean value) (%)
NN 68.8 75.7 733
k-NN 74.9 79.5 77.4
NFL 349 424 38.1
NNL 63.2 733 68.6
RNFLS 73.1 79.2 75.7
SFLS 74.7 80.3 774

values are used in our experiment (u=0.5,1,1.5,2,25,3,3.5,4,
4.5,5,5.5). The classification procedure referred above is executed
for 10 times. In each time, samples for training and test are
re-selected randomly. We use NN, k-NN, NFL, NNL, RNFLS and the
SFLS proposed to perform the classification. The k parameter in
k-NN is set to 3. The experimental results are listed in Fig. 12 and
Table 3.

Based on the results, it can be concluded that the NFL is not fit
for this type of dataset. Because the sample point’s corresponding
feature vector is 2-dimension, which is low, the extrapolation inac-
curacies for NFL actually harm. The scale of sample set in this
experiment is not too limited. The NN, k-NN and the NFL-refined
approaches can achieve relatively good classification performance.

o
©

0.8

Classification Accuracy
o o
(2] ~

0 1 2 3 4 5 6
Distance between Gaussian Centers

Fig. 12. Classification performances of two-Gaussian distribution samples.

Fig. 11. Three-spiral curves: (a) three-spiral; (b) three-spiral polluted with Gaussian noise.
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Table 3
Classification performances of two-Gaussian distribution samples (mean values).

Classification Mean classification correct rate of experiments with

approach various distance of Gaussians centers (%)
Bayesian 88.1
NN 83.1
3-NN 85.0
NFL 69.7
NNL 80.8
RNFLS 86.2
SFLS 86.6

SFLS and RNFLS both achieve two top performances except for
Bayesian approach due to their wonderful classification abilities,
however, SFLS is simpler.

5.4. Artificial dataset: Ripley

Ripley dataset (Ripley, 1996) is a two-class dataset, which in-
cludes 125 training samples per class and 500 test samples per class.
The data in each class are generated with the mixed-Gaussian
distribution. The classification procedure referred above is executed
for 10 times. In each time, samples for training and test are
re-selected randomly. NN, k-NN, NFL, NNL, RNFLS and the SFLS
proposed are used to perform the classification. The k parameter
in k-NN is set to 3. The experimental results are listed in Table 4.

Based on the results, it can be concluded that the NFL is not fit
for this type of dataset. Because the sample point’s corresponding
feature vector is 2-dimension, which is low, thus the extrapolation
inaccuracies actually harm. The scale of sample set in this experi-

Table 4
Classification performances of Ripley dataset.

Classification Mean classification correct rate of experiments with

approach various distance of Gaussians centers (%)
NN 85.0
3-NN 86.6
NFL 69.0
NNL 80.7
RNFLS 88.8
SFLS 89.7
Table 5

UCI datasets used in the experiments.

Datasets Number of class Dimension of features Number of samples
Iris 3 4 150
Housing 6 13 506
Pima 2 8 768
Wine 3 13 178
Bupa 2 6 345
Ionosphere 2 34 351
WDBC 2 30 569
Glass 6 9 214
Table 6

Classification performances on UCI datasets.

ment is not too limited. The NN, k-NN and the NFL-refined ap-
proaches can achieve relatively good classification performance.
SFLS proposed in this paper derive the best performance.

5.5. Classification problem based on UCI dataset

To further verify the SFLS’s performance, we use some real-
world datasets from UCI(Blake and Merz, 1998) listed in Table 5,
which include some multi-class (class number >3) datasets:

In our experiment, we do not deal with the missing data prob-
lem, all the samples with missing values are eliminated. Features
of the samples are normalized by their means and standard devia-
tions before classification. Leave-one-out cross-validation ap-
proach is used in our experiment. The classification performance
derived based on different classification approaches are listed in
Table 6.

Based on the experimental results listed in Table 6, it can be
concluded that for the datasets with relatively low feature dimen-
sion and high number of class, the performance of NFL would be
even worse, which can be verified by the classification perfor-
mance on the datasets of Iris, Pima and Glass, etc. For the datasets
with less class number and higher feature dimension, e.g. WDBC
and lonosphere, the performances of NFL are relatively ideal. These
agree with the analysis referred in section2, i.e., when there are
lower feature dimension and more classes in some dataset, the
trespass inaccuracies of NFL are more significant.

Both the RNFLS and the SFLS approach proposed in this paper
always achieve better performance among all the methods listed
in Table 6. Especially for the datasets with relatively low feature
dimension, the proposed SFLS performs the best. This can be veri-
fied by the classification performance on datasets of Iris and Pima
listed in Table 6.

5.6. Discussion

Several NFL-refined classification approaches are used in the
experiments. SFLS and RNFLS always perform better than original
NFL and other NFL-refined methods. When compared to other
methods based on the line feature, SFLS has more rational and
more comprehensive definition of similarity, which is crucial for
the classification problems. Compared to RNFLS, both SFLS and
RNFLS uses feature line segment which has the good property of
concentration and they can suppress the inaccuracies caused by
trespass, but SFLS does not need the preparation procedure for
samples subspace. SFLS uses simply the length of feature line seg-
ment instead of various distance definitions in RNFLS and has no
pre-selection procedure. In general, SFLS is relatively simple yet
effective. These can be supported by the provided experimental
results.

When the scale of sample set is not too limited and when the
feature dimension is relatively low, the advantages of line features
(or line segment features) can not be distinctly shown when com-
pared with the traditional classification approach such as NN and
k-NN. It can be found in the experimental results that under such
a circumstance (e.g. the experiments based on artificial datasets),

Classification approach Iris (%) Housing (%) Pima (%) Wine (%) Bupa (%) Iono-sphere (%) WDBC (%) Glass (%)
NN 94.7 70.8 70.6 95.5 63.2 86.3 95.1 70.1
3-NN 94.7 73.0 73.6 95.5 65.2 84.6 96.5 72.0
NFL 88.7 71.1 67.1 92.7 63.5 85.2 95.3 66.8
NNL 94.7 67.6 62.8 78.7 57.4 87.2 64.0 65.4
RNFLS 95.3 735 73.0 97.2 66.4 94.3 97.2 72.0
SFLS 96.0 72.7 73.6 96.1 65.5 924 96.8 70.1
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NFL and other NFL -refined approaches lose their classification
ability while the proposed SFLS can also achieve the relatively ideal
classification performance. Furthermore, the proposed SFLS is a
nonparametric classifier, i.e., it has no problem of parameter selec-
tion which is necessary in the classifier such as k-NN (the choice of
k).

6. Conclusion

In this paper, a novel nonparametric classification approach
called SFLS is proposed. SFLS can be considered as a refined NFL
method which can substantially improve the classification perfor-
mance of NFL. Theoretical justification and analysis of SFLS’ ratio-
nality are provided. Experimental results based on artificial
dataset and real-world dataset also show that SFLS is an effective
classification approach.

In the future, we will do further research in SFLS. The computa-
tional cost of SFLS is still relatively high. Faster and more effective
algorithms for SFLS are worth researching. Some modifications to
SFLS can be made according to other effective classification ap-
proaches. For example, based on SFLS, k-SFLS can be developed,
just like the idea of k-NN, better performance can be expected. In
this paper, we only discuss about the classification problem with
Euclidean distance. Other distance definition can also be used to
implement the SFLS approach.

It should be noted that when the sample set is too small, the
rejection rate of the proposed SFLS will increase, because the geo-
metric relation requirement in SFLS might be relatively strict. As
referred above when the decision of rejection is not permitted,
NN and other approach can be used to temporarily take place of
SFLS for the sample point encountered rejection. Such a method
is just an expedient. Further research works are required to reduce
the rejection rate of SFLS. This is also an important work in future.
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