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Abstract—In this paper, we propose a new approach to fuzzy
data clustering. We present a new algorithm, called TEDA-
Cloud, based on the recently introduced TEDA approach to
outlier detection. TEDA-Cloud is a statistical method based on
the concepts of typicality and eccentricity able to group similar
data observations. Instead of the traditional concept of clusters,
the data is grouped in the form of granular unities called data
clouds, which are structures with no pre-defined shape or set
boundaries. TEDA-Cloud is a fully autonomous and self-evolving
algorithm that can be used for data clustering of online data
streams and applications that require real-time response. Since it
is fully autonomous, TEDA-Cloud is able to “start from scratch”
(from an empty knowledge basis), create, update and merge data
clouds, in a fully autonomous manner, without requiring any
user-defined parameters (e.g. number of clusters, size, radius)
or previous training. Moreover, TEDA-Cloud, unlike most of
the traditional statistical approaches, does not rely on a specific
data distribution or on the assumption of independence of data
samples. The results, obtained from multiple data sets that are
very well known in literature, are very encouraging.

Index Terms—clustering, data streams, evolving systems, au-
tonomous learning, real-time, TEDA, typicality, eccentricity.

I. INTRODUCTION

Nowadays, data clustering techniques are widely used in

many different fields of application, such as image process-

ing [1], pattern recognition [2], data mining [3], biological

data analisys [4] and so on. Due to the high number of existing

applications, many different approaches to data clustering have

been proposed in literature. Usually, different techniques are

more or less suitable for different types of application. For

instance, for applications that require real-time data acquisi-

tion, the input to the clustering algorithm is in the form of

online data streams. Thus, n-dimensional data observations are

obtained, one by one, at a specific sampling rate.

Among the most traditional clustering algorithms, one can

mention k-means [5] and k-NN (k-Nearest Neighbor) [6]. Both

techniques are very easy to understand and implement, which

make them very popular and applicable to many different

problems [7], [8], [9], [10]. However, as most of the traditional

clustering approaches, they are not suitable for applications

based on online data streams.

For example, k-means algorithm requires an offline batch

data processing. Moreover, it has a few restrictions regarding

the shape of clusters and it is not very suitable for noisy data.

On the other hand, k-NN requires previous training before the

actual clustering. Both techniques also require that the number

of clusters be known in advance. This value is one of the inputs

to the algorithm.

There are several different algorithms in literature that try to

solve many of these problems, as DBSCAN [11], for example.

However, they are still not suitable for online data streams.

A proper approach to this problem should be able to handle

large amounts of data, in a continuous and (theoretically)

infinite flow, being able to cope with time and memory

constraints [12], [13], [14].

Furthermore, concept-drift and concept-evolution are, fre-

quently, ignored by many of the state-of-the-art clustering

techniques. In the first case, a clustering algorithm should

be able to continuously adapt considering that the underlying

concept of the data changes over time. In the second case, it

should not assume that the number of clusters/data structures

in the data stream is fixed, since novel structures might emerge

when new data samples are available [15].
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We propose in this paper a new fuzzy clustering algorithm

for online data stream. This algorithm is called TEDA-Cloud,

builds upon the family of the work proposed by [16], [17]

and its core relies on TEDA, a recently introduced algorithm

for outlier detection. TEDA-Cloud uses statistical measures,

such as mean and variance, to decide when and how to

create, develop, update and merge clusters/data clouds ac-

cording the input data stream. It meets the main mentioned

requirements for online and dynamic data clustering, such as

low computational cost, and is fully autonomous and able to

self-evolve, without needing any user-defined parameters or

previous training.

The remainder of this paper is organized as follows: Sec-

tion II briefly describes TEDA algorithm. In Section III,

TEDA-Cloud algorithm is introduced in details. In Section IV,

the obtained results from popular clustering data sets are

presented. Finally, Section V presents the conclusions and

future directions.

II. TEDA

TEDA (Typicality and Eccentricity Data Analytics) is an

algorithm proposed by [18] to anomaly detection in data

streams. It is a statistical method based on the concepts

of typicality and eccentricity of data. These concepts are

complementary and based on the distance from a particular

data observation to the entire data set. Moreover, TEDA is

a recursive and non-parametric algorithm, which makes it

suitable for online and real-time applications. Among different

applications, TEDA was recently applied to industrial fault

detection problems [19].

Figure 1 presents an illustration of the idea of typicality

and eccentricity. The typicality at point A is low and, thus,

the eccentricity is high, while the typicality at point B is high

and, thus, the eccentricity is low.

Fig. 1. Illustration of the concepts of typicality and eccentricity

The eccentricity ξ of a data sample x obtained at the discrete

time instant k is defined by [18]

ξ(xk) =
1

k
+

(μk − xk)
T (μk − xk)

kσ2
k

(1)

where μk is the mean and σ2
k is the variance of the data set

after k samples. Both values are recursively updated by [18]

μk =
k − 1

k
μk−1 +

1

k
xk, μ1 = x1 (2)

σ2
k =

k − 1

k
σ2
k−1 +

1

k − 1
‖xk − μk‖2, σ2

1 = 0 (3)

The typicality τ is defined as a complement to the eccen-

tricity as [18]

τ(xk) = 1− ξ(xk) (4)

The normalized eccentricity is defined as [18]

ζ(xk) =
ξ(xk)

2
(5)

For outlier detection under any data distribution, but, assum-

ing a representative large amount of independent data samples,

it is possible to use the well known Chebyshev inequality [20],

which states that no more than 1/m2 of the data observations

are more than mσ away from the mean, where σ represents

the standard deviation of the data. The authors in [21] show

that the condition that provides exactly the same result (but

without making any assumptions on the amount of data, their

independence and so on) as the Chebyshev inequality and can

be used as threshold for outlier detection is

ζ(xk) >
m2 + 1

2k
, m > 0 (6)

where m represents the number of standard deviations (e.g.

for m = 3, the threshold for classifying a data sample xk as

an outlier is ζ(xk) > 5/k)).

III. PROPOSED METHOD

The proposed method for clustering, as previously men-

tioned, is based on TEDA algorithm. It is called TEDA-Cloud

and it is suitable for applications where the input is in the

form of an online data stream.

The first major difference from TEDA-Cloud to most of

the clustering approaches in literature is that, the granular

data structures, here called data clouds, do not have pre-

defined shapes or boundaries as the traditional data clusters.

Data clouds are sets of previous data samples with common

properties – closeness in terms of input mapped in the n-

dimensional feature space. They directly represent all previ-

ous data samples. An example of two data clouds on a 2-

dimensional feature space is presented in Figure 2 [22].

Fig. 2. Data clouds. Data points from cloud c1 are linked with the data item
x1 using dotted lines and, respectively, the data points from cloud c2 are
linked with the data item x2 using dashed lines. It is obvious that data clouds
(unlike clusters) have no specific shape.
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In contrast to this, the traditional clusters (e.g. ellipsoidal)

do not represent the true data distributions; instead, they rep-

resent some desirable/expected/estimated (often subjectively)

preferences [23]. In terms of fuzzy membership, fuzziness

of the proposed method is guaranteed in the sense that a

particular data sample can belong to all data clouds with

different membership degrees, γ ∈ [0; 1].
Basically, TEDA-Cloud derives each equation from TEDA

to a generalized form, where each data cloud is handled,

independently, as a distinct data set. TEDA-Cloud, then,

determines the membership of each read data sample to each

existing data cloud, based on equation 6.

Since TEDA is a recursive algorithm, the data are not

required to be stored in memory. Instead, only three main

statistical features are required for each data cloud ci: the

number of samples that belong to the i-th cloud, sik, the mean

μi
k, and variance, [σ2]ik, of its samples, after k observations.

As an example, Figure 3 illustrates two data clouds (c1 and c2)

after k observations. Note that they are represented by circular

structures for easier representation, however, it is important to

stress that data clouds do not have specific shapes since they

represent the true distribution of the data.

Fig. 3. Data clouds c1 and c2 after k observations.

Note that, the number of data points that belong to data

clouds c1 and c2 is s1k = 7 and s2k = 8, respectively. It is

important to highlight that, due to the fuzzy aspect of TEDA-

Cloud, one data sample can simultaneously belong to more

than one data cloud, often creating an intersection region

between two or more clusters. The mean of c1 and c2, μ1
k

and μ2
k, respectively, graphically represent the center of the

data clouds. Finally, the variances of c1 and c2, [σ2]1k and

[σ2]2k, respectively, represent the spread of the data clouds.

A. Data cloud updating

For each read data sample, TEDA-Cloud checks if the

eccentricity ζ(xk)
i of the data sample xk in relation to the

data cloud ci is high. In that case, we assume that xk is

considerably distinct from the data belonging to ci, causing

no effect to the cloud structure. On the other hand, if xk is

similar to ci, the number of points, sik, mean, μi
k, and variance,

[σ2]ik, are updated. Finally, if xk is considerably distinct from

all existing data clouds, a new cloud is created.

The equations used in TEDA-Cloud are generalized ver-

sions of the equations presented in Section II. Thereby, the

eccentricity, ξ(xk)
i, and normalized eccentricity, ζ(xk)

i, of a

data sample xk, at the discrete time instant k, in relation to

the i-th data cloud is given by

ξ(xk)
i =

1

[sik]
′ +

([μi
k]

′ − xk)
T ([μi

k]
′ − xk)

[sik]
′[[σ2]ik]

′ (7)

ζ(xk)
i =

ξ(xk)
i

2
(8)

where [sik]
′, [μi

k]
′ e [[σ2]ik]

′ are temporary values and respec-

tively the number of samples, the mean and the variance of

the i-th data cloud in the event of xk belonging to ci (i.e.

equation 6 does not hold). These values are calculated by

[sik]
′ = sik−1 + 1 (9)

[μi
k]

′ =
[sik]

′ − 1

[sik]
′ μi

k−1 +
1

[sik]
′xk (10)

[[σ2]ik]
′ =

[sik]
′ − 1

[sik]
′ [σ2]ik−1 +

1

[sik]
′ − 1

‖xk − [μi
k]

′‖2 (11)

From a similar point of view, the condition to define if a

data point xk belongs to a data cloud ci is given by

ζ(xk)
i <=

m2 + 1

2sik
(12)

For each data cloud ci, with i = [1..N ], where N is the

number of existing clouds and, if equation 12 holds, the values

of sik, μi
k and [σ2]ik of the i-th data cloud are updated by

the values of [sik]
′, [μi

x]
′ and [[σ2]ik]

′, respectively, previously

calculated by equations 9, 10 and 11. If the condition does not

hold, no action is taken regarding the data cloud ci.
Figure 4 presents an illustration of that idea by showing

three data clouds, c1, c2 and c3, and an input data sample xk

at the k-th time instant (Figure 4(a)). TEDA-Cloud calculates

the normalized eccentricities of xk in relation to all three

data clouds, ζ(xk)
1, ζ(xk)

2 and ζ(xk)
3, respectively. For this

specific example, xk belongs to c1 and c3, but fail to meet

the requirement of equation 12 for c2. Therefore, only c1
and c3 are updated, while no action is taken regarding c2
(Figure 4(b)).

(a) (b)

Fig. 4. Data cloud updating: (a) clouds c1, c2, c3 and a newly arrived data
sample xk (b) clouds after updating.

If the equation 12 does not hold for any of the N existing

clouds, a cloud cN+1 is created. The initialization values are
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sN+1
k = 1, μN+1

k = xk and [σ2]N+1
k = 0. As an illustration

example, consider Figure 5(a) showing three data clouds c1, c2
e c3 and a newly arrived data observation xk. It is easy to see

that xk is considerably distant from all existing data clouds

and, thus, a new cloud c4 is created, as shown in Figure 5(b).

(a) (b)

Fig. 5. Creation of a new cloud: (a) three existing clouds, c1, c2, c3 and a
newly arrived sample xk and (b) a new cluster c4

B. Data cloud merging

In order to limit the number of data clouds and, at the

same time, preserving the evolving features of the approach,

TEDA-Cloud is able to perform merge operation between two

similar data clouds. Merge is performed when the number of

intersection points between two data clouds (i.e. points that

belong to both clouds simultaneously) is considerable high.

The operation is fully autonomous and non-parametric.

Given two data clouds ci and cj , the merge is performed if

at least one of the following conditions holds:

sik ∩ sjk > sik − sik ∩ sjk (13)

sik ∩ sjk > sjk − sik ∩ sjk (14)

In detail, two clouds are merged when the amount of

samples that belong to both clouds is higher than the amount

of samples that exclusively belong to one of them.

Figure 6 illustrates the merging process in TEDA-Cloud.

Figure 6(a) shows two clouds, c1 and c2, where the number

of intersection samples is lower than the number of points

that exclusively belong to one of them. Therefore, there is no

merging. On the other hand, Figure 6(b) presents an example

where merge is performed, since the number of intersection

samples is higher than the number of samples that exclusively

belong to c2. The result of the operation, cloud c3, is presented

in Figure 6(c).

(a) (b) (c)

Fig. 6. Cloud merging: (a) clouds c1 and c2, (b) c1 and c2 instantly before
merging and (c) resulting cloud c3 after merging.

The properties of the resulting cloud cl are defined as

slk = sik + sjk − sik ∩ sjk (15)

μl
k =

sikμi + sjkμj

sik + sjk
(16)

[σ2]lk =
(sik − 1)σ2

i + (sjk − 1)σ2
j

sik + sjk − 2
(17)

Finally, Figure 7 presents in detail TEDA-Cloud algorithm.

At the end of the online processing of each data sample,

the output of TEDA-Cloud is a list containing the number

of points, mean and variance of each existing data cloud.

IV. RESULTS

In order to validate the proposal, we applied TEDA-Cloud

to four data sets that are openly available and very well known

in literature [24]. They are synthetic data sets and were used

many times for validation of clustering algorithms [25], [26].

They are called A1, A2, S1 and S2 and each of them has n
data samples and N clusters. Data sets A1 and A2 are bi-

dimensional with circular clusters, while S1 and S2 are also

bi-dimensional, however, with complex and non-symmetric

shapes. The choice for bi-dimensional data sets was based on

the fact that they are easy to visualize, however, TEDA-Cloud

can also be easily applied to high-dimensional data.

Although traditionally used for batch processing, the data

sets were made available in the form of data streams, one

sample xk at a time, where k = [1..n]. Table I presents,

for each data set, the number of samples, n, the number of

existing clusters (provided by the data set manual), N , and the

number of data clouds returned by TEDA-Cloud, N .

TABLE I
RESULTS OBTAINED USING TEDA-C.

Data Set n N N
S1 5000 15 15
S2 5000 15 15
A1 3000 20 20
A2 5250 35 35

It is easy to observe that, after reading all available data

samples, the number of data clouds returned by TEDA-Cloud

is exactly the same as the number of actual clusters, for all

tested data sets.

Figure 8 presents the data sets used for validation after

TEDA-Cloud processing. The blue points are the data samples

of each set, while the mean of each data cloud returned by

TEDA-Cloud is highlighted as a red ‘x’.

Finally, Figure 9 illustrates the creation and merging of data

clouds over time, from the very first data sample (k = 1)

to the end of the data set (k = n). Again, the data samples

were made available in the form of a data stream, in a ordered

sequence, as provided by the data sets. The number of detected

data clouds in all examples in Figure 9 increases as the

number of clusters grow. The overlapping regions represent

the creation and (nearly) instant merge of data clouds during
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1: while xk ← read next data sample do
2: if k = 1 then
3: // create cloud 1 and add x1

4: s11 ← 1
5: μ1

1 ← x1

6: [σ2]11 ← 0
7: else
8: if k = 2 then
9: // add x2 to existing cloud 1

10: s12 ← 2
11: μ1

2 ← ((s12 − 1)/s12) ∗ μ1
1 + (1/s12) ∗ x2

12: [σ2]12 ← ((s12 − 1)/s12) ∗ [σ2]11+
13: (1/(s12 − 1) ∗ ‖x2 − μ1

2‖
14: else
15: if k >= 3 then
16: for all existing clouds i do
17: calculate [s′]ik by equation 9
18: calculate [μ′]ik by equation 10
19: calculate [[σ2]′]ik by equation 11
20: calculate ξik by equation 7
21: calculate ζik by equation 8
22: if ζik <= (m2 + 1)/2 ∗m then
23: // add xk to cloud i
24: sik ← [s′]ik
25: μi

k ← [μ′]ik
26: [σ2]ik ← [[σ2]′]ik
27: else
28: sik ← sik−1

29: μi
k ← μi

k−1

30: [σ2]ik ← [σ2]ik−1

31: end if
32: end for
33: if xk �∈ ci, ∀i then
34: //create cloud l
35: nl

k ← 1
36: μl

k ← xk

37: [σ2]lk ← 0
38: end if
39: for all pairs of clouds i and j do
40: if sik ∩ sjk > sik − sik ∩ sjk or
41: sik ∩ sjk > sjk − sik ∩ sjk then
42: //merge clouds i and j in cluster l
43: calculate slk by equation 15
44: calculate μl

k by equation 16
45: calculate [σ2]lk by equation 17
46: end if
47: end for
48: end if
49: end if
50: end if
51: end while

Fig. 7. Proposed TEDA-Cloud algorithm.

the incremental/evolving online learning process. The creation

(a) (b)

(c) (d)

Fig. 8. Data sets used for validation and the mean of each data cloud returned
by TEDA-Cloud: (a) S1, (b) S2, (c) A1 and (d) A2.

of a new cloud increments Nk by 1, while merging two

similar/close data clouds decrements Nk by 1.

It should be noted that the variation of N between close

samples is limited in 1 cloud, which shows that the merg-

ing operation is based on appropriate criteria, where neither

creation nor merging of clouds is performed in an unordered

manner.

V. CONCLUSION

In this paper we presented a new algorithm, called TEDA-

Cloud, for clustering/grouping of online data streams. TEDA-

Cloud is based on the statistical analysis of the input data

samples, based on the eccentricity of each sample to all exist-

ing data and existing data groups. The eccentricity determines

if a particular data sample belongs to a specific group. Instead

of the traditional concept of clusters, TEDA-Cloud is based

on the concept of data clouds, which are data structures with

no pre-specified shapes and boundaries. It is also based on

a non-exclusive clustering model, where each sample can

belong to more than one cluster simultaneously, with different

membership degrees.

TEDA-Cloud is very suitable for problems that require real-

time data analytics, since it is a recursive algorithm with

very low computational cost. Moreover, it is fully autonomous

and does not require any user-defined parameter or previous

knowledge about the data, such as number of clusters, radius,

size and distribution. TEDA-Cloud does not require a previous

training, since it is based on the idea of incremental/evolving

learning and is not restricted by size, balance or shape of the

clusters.

2016 IEEE Conference on
Evolving and Adaptive Intelligent Systems

166



0 1,000 2,000 3,000 4,000 5,000
0

5

10

15

samples

N

(a)

0 1,000 2,000 3,000 4,000 5,000
0

5

10

15

samples

N

(b)

0 500 1,000 1,500 2,000 2,500 3,000
0

10

20

samples

N

(c)

0 1,000 2,000 3,000 4,000 5,000

0

10

20

30

samples

N

(d)

Fig. 9. Creation and merging of data clouds over time: (a) S1, (b) S2, (c)
A1 and (d) A2.

TEDA-Cloud is a self-evolving algorithm, since it is able

to autonomously create and merge clusters over time. Both

operations are complementary in the sense that they might

correct the estimated model of the system when new data

samples are available.

The results obtained with TEDA-Cloud from four very well

known clustering data sets are very satisfactory. All presented

clusters were promptly detected and successfully located. As

future work, TEDA-Cloud will be applied to real-world and

real-time problems and a new unsupervised fuzzy classifier

based on TEDA-Cloud framework will be proposed.
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