An imaging approach for the automatic thresholding of photo defects
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\textbf{Abstract}

Automatic thresholding of photo defects means to accurately locate defect objects. The available approaches for automatic thresholding determine the optimal threshold values and segment the image into objects based on their gray level distribution. For defect object identification in images with multimodal distributions, these techniques also require knowledge of the defect object features, such as shape and size, which limits the applicability of these techniques because the defect object features may vary widely. Additionally, these methods result in extensive misclassification errors in the presence of photo objects similar to defect objects and unimodal distribution. We evaluated the limitations of the valley emphasis method and proposed a new approach that involves the imaging of a defected photo by sensing the light after it passes through photo and then applying the valley emphasis method for thresholding to identify defect objects. The obtained results are better even with the above discussed constraints of the available automatic thresholding approaches. Although the proposed technique is applicable only for physically available objects, it may contribute significantly towards the accuracy of machine vision based applications.
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\textbf{1. Introduction}

Photo defect detection is the foremost essential requirement for the development of accurate images. Generally, photos are damaged by the occurrence of defects either by the addition of layers of substance (additive defects) or by the removal of layers of substance from their surfaces. The defect standard taxonomy is available\cite{2}. Defects alter the intensity values of pixels at their locations and can be identified with the help of optimal intensity thresholding. Automatic thresholding of defects reduces the span of the histogram for analysis to locate defect objects. This enhances the effectiveness of vision-based industrial applications and may facilitate real-time corrective action in the manufacturing phase itself.

The basic idea of thresholding is to find an optimal gray-level by analyzing the gray-level distribution and extracting the objects of interest from an image. There are two types of automatic thresholding techniques, global thresholding and local thresholding. In global thresholding, a single threshold value is taken from the histogram of the entire image, and in local thresholding, the local gray-level distributions are explored to determine multiple threshold values.

\begin{itemize}
  \item For defect detection applications, global thresholding is easier to implement, but its applicability is limited in photo images with distribution close to unimodal, whereas local thresholding methods work for both nearly unimodal and multimodal distributions, but they are complex.
  
  Because of its scope, which includes other areas of image processing and machine vision based applications, much work on automatic thresholding has already been conducted. Recently, Sezgin and Sankur\cite{18} conducted an exhaustive survey of non-parametric and statistical approaches for image thresholding, where they categorized the approaches according to the information used, such as the histogram shape, measurement space clustering, entropy, object attributes, spatial correlation, and local gray-level surfaces and compared their performance.
  
  Among clustering-based methods, where the gray level samples are clustered in two parts as the background and foreground, the Otsu method\cite{14} is the most popular method. This method selects threshold values that maximize the between class variances of the histogram. This technique works well but finds limitations in the case of unimodal or close to unimodal gray-level histograms. Many modifications have been added to the Otsu method to overcome its limitations. Ng\cite{5} revised the Otsu method as the valley-emphasis method, in which the valley point information is considered in the objective function. In this method, the optimal threshold is decided by maximizing the between class variance and minimizing the within class variance. In this method, threshold values are located as close as
possible to the valley points in the histogram. The modified valley emphasis method [7] covers the limitation for the case where the variance of the object is different from that of the background. They considered not only the valley-point information but also the neighborhood gray information around the valley-point and selected a threshold value that has small probabilities in its neighborhood area and also maximizes the between-class variance in the gray-level histogram. Ng et al. [6] further improved the valley emphasis method by introducing a Gaussian weighting scheme that efficiently uses the neighborhood information for inclusion in the objective function to enhance the effect of the weight factor. Hou et al. [4] proposed minimum class variance thresholding (MCVT) and compared it with the Otsu method. They found that in the Otsu method, the resulting threshold is biased towards the component with a larger class variance or larger class probability. Xu et al. [20] also described that when the within-class variances of two classes are different, the Otsu threshold is biased toward the class with a larger variance. As a result, partial pixels belonging to this class will be misclassified into the other class with a smaller variance. To address this problem, they proposed an improved Otsu algorithm that constrains the search range of the gray levels. The minimum error thresholding (MET) method also assumes that the image can be characterized by a mixture distribution of foreground and background pixels [9].

The entropy-based techniques exploit the entropy of the distribution of the gray levels and interpret the maximization of the entropy of the thresholded image as indicative of maximum information transfer. The maximum cross entropy method [1, 8] considers the foreground and background of an image as two different information sources, so that when the sum of these two class entropies reaches its maximum, the image is said to be optimally thresholded. The Tsallis entropy-based method [15], Renyi's entropy-based method [17], and supervised Lloyd algorithm [12] are also typical examples of this class.

In the spatial gray level distribution domain, Wang et al. [19] attempted to explore a novel global image thresholding method based on the Parzen window estimate of an unknown gray value probability density function rather than the gray level histograms of an image. The Parzen window effectively integrates image histogram information with explicit spatial information about pixels of different gray levels. The MHUE thresholding method [16] utilizes the spatial information of an image. In this method, the spatial information is implicitly represented by region homogeneity. Maddalena et al. [11] used a fusion-based detection approach for scratches in corrupted image sequences. They fused algorithms utilizing Radon projection and then detected local maxima using Top Hat transformation and developed a scratch mask by assigning value 1 to all the pixels of columns that contain more than 70% pixels with value 1. Kokaram [10] presented his work on the restoration of defected motion pictures, where he also discussed the spike detection index (SDI), rank order detector (ROD), and image histogram based approaches and morphological approaches for defect detection.

Chang et al. [3] worked in a different way to threshold defects due to ink spray and scratches by thick colored pens. They used the low intensity variance property of ink spreading at defect locations and designed a thresholding filter to determine low varying and smooth portions of the histogram. Then, they tracked the decreasing rate of the area of thresholded objects. If the decreasing rate is high, then an object is not likely to be a defect object, and if the reduction in an object’s size is less than half of the intensity value reduction of one, it is claimed as a defect object.

All the above discussed methods of automatic thresholding only produce the optimal segmentation of a defected input image into its constituent objects but cannot claim that a particular object is a defect object. Still, in the case of bimodal distributions, the defect objects can be filtered based on size. However, for defect detection in the case of a multimodal distribution, the entire image is scanned for son with available defect object properties for the best match, which makes these methods more complex and time consuming. The requirement of defect features related to their shape and size limit the applicability of these techniques, as defect features are random in nature. These methods also generate high misclassification error in the case of similarity of defect objects to their background and undamaged image objects.

Automatic thresholding has been widely used in the industry for automated visual inspection of defects [13]. If a technique with less time complexity and independent to defect properties is available, it will enhance the effectiveness of vision-based applications and make them able to take real time corrective action at the manufacturing phase to reduce waste during inspection.

We have proposed a new technique of photo defect detection that images defected photos by sensing the light that passes through them instead of by sensing the reflection from their surfaces to applying the valley emphasis method to threshold defect objects. Imaging of a defected photo by the proposed technique enhances the contrast of defect objects with the image objects. In fact, a unimodal distribution becomes bimodal or multimodal, which makes them appropriate inputs to undergo automatic thresholding for accurate detection. We have experimented with approximately 20 input photos defected with various types of additive defects. We have also evaluated the limitations of the valley emphasis method and compared the result with the proposed method by taking two cases of suitably defected input photos. The results obtained are even better with above discussed constraints of currently available approaches. Due to the enhanced contrast of defect objects with image objects, this approach is able to distinguish the defect object from similar image objects. Although the proposed technique is only applicable to physically available photos, it may also contribute significantly towards the accuracy of machine vision based applications.

In this paper, we have used the term “day image” for an image acquired by scanning the defected photo image by a conventional method i.e., by sensing the light reflection, “night image” for an image acquired by imaging the defected photo with the proposed method i.e., by sensing the light passed through the defected image, and “additive defect” for a defect caused by the addition of defect material.

In this paper, after an introduction about the problem and related work, Section 2 introduces the proposed imaging technique, Section 3 provides details about obtaining the threshold value, Section 4 describes the details of the experiments and the contribution made, and the report is finally concluded in Section 5.

2. Proposed approach

Generally, day images are used for thresholding in defect detection. However, in the proposed approach, the night images are explored primarily and used as inputs for the valley emphasis method for deciding the optimal threshold value. Due to the presence of additive defects, the image thickness at defect locations increases compared to the remaining undamaged regions. This keen observation led us to develop an entirely different approach than that found in the literature, where we have developed a new imaging setup for sensing the light passed through the defected photos instead of the usual way of scanning by sensing the reflected light from their surface. The proposed approach involves night image and day image acquisition followed by analysis and processing. The details about the proposed approach are given in the following subsections.

2.1. Proposed imaging and experimental setup

As the proposed imaging approach is based on sensing the light after passing through the input photos, light is projected from one side and sensed after passing through the subject photos by an image acquisition device placed on the opposite side, as shown in Fig. 1.
2.2. Defect detection procedure

Having a defected photo physically available as input, the goal is to locate the defect objects and mark them with an appropriate color to highlight their presence. The overall procedure is illustrated in Fig. 3. During night image acquisition using the experimental setup, camera flash and room lights are kept OFF, while the light source of the imaging setup is kept ON. For day image acquisition, the light source was kept OFF, while the camera flash and room lights were kept ON. The camera position and settings are fixed to obtain both types of the images of the same size and with one to one mapping. After the acquisition of the images, the gray level distributions of the night images are analyzed for the optimal threshold value to locate the defected pixel, and then these detected pixels are highlighted in the corresponding day image for better appearance. The image processing is carried out in the luminous region using MATLAB.

3. Automatic thresholding of defects

3.1. Theoretical estimates of defect locations

The spatial intensity distribution of the light passed through the photos varies directly according to their spatial thickness variation. In the case of additive defects, the surface thickness at the defected locations of the photos becomes more, and in the case of scratches, the surface thickness at the defected area becomes less. In both cases, the thickness of the photos at the defected locations becomes different compared to the remaining undamaged portion of the photos. Due to this effect of a defect on photo thickness, the defect locations boost their contrast in the luminous intensity domain of the night images.

For example, if the photo thickness at the defected area becomes double or half compared to the undamaged locations, then according to the Beer–Lambert law, the intensity of the night image at the defected locations will be less by a factor of $10^{\alpha r}$ in the case of additive defects and more by the same factor in the case of scratch defects, where $\alpha$ = absorption coefficient of the material. The night image, defected at location $(i, j)$ in the luminous domain, may be described using Eqs. (1) and (2).

$$G(i, j) = I(i, j) \cdot D(i, j)$$  \hspace{1cm} (1)

$$D(i, j) = \begin{cases} K \cdot I_0 \cdot 10^{\alpha r} & \text{for Scratch defects} \\ K \cdot I_0 \cdot 10^{\alpha r/2} & \text{for Additive defects} \end{cases}$$  \hspace{1cm} (2)

where $G(i, j)$ is the night image intensity in the presence of the defect, $I(i, j)$ is the night image intensity at the defected location in the absence of the defect, $D(i, j)$ is the effect of the defect at location $(i, j)$, $K$ is the sensitivity of the camera focal plane array and $I_0$ is the intensity of the incident light.

Due to the defects, factor $D'$ affects the intensity at the defect locations significantly and shifts the defected objects either at the lower side in the case of additive defects or at the upper side in case of scratches in the luminous intensity histogram of the night image. More values of the defect material thickness and its absorption coefficient would increase the effectiveness of factor $D'$ and produce better results. The undamaged photo objects of dark colors and light colors also shift their locations toward the interior from both sides in the night image histogram compared to their locations in the corresponding day image histograms. This is shown in Fig. 4. Thus, only the defect objects of the photos are confined at the lower most and uppermost regions in the luminous histogram of the night image. Hence, it is estimated that in the proposed imaging, the additive defect regions are confined within the lower most lobe of the multimodal distribution.

3.2. Validation of theoretical estimate

For the validation of above estimates, we have taken various input photos and compared the night images with the corresponding day images. The outcomes are discussed in the following subsection.

3.2.1. Contraction of night image histogram for undamaged photos

In the previous section, it is theoretically estimated that the undamaged photo objects ranging from dark to light colors also shift their locations toward the interior from both sides of the night image histogram compared to their locations in the corresponding day image histograms. To quantify this, we compared the histograms of the day and night image of a black and white undamaged input photo. A black and white colored photo is preferred because these color pixels are present at the extreme ends of the day image histogram of any multi colored photo. Fig. 4 shows that in the night image histogram...
Fig. 4. Black and white undamaged photo. (a) Day image, (b) night image, and (c) relative histograms.

3.2.2. Effect of defect objects on the night image histogram

To validate that only additive defect objects of photos are confined at the lowermost side of the luminous histogram of night image, we compared two cases of night image histograms of photos with additive defect objects. One case includes the defect objects, and other case does not include the defect objects.

In the second case, defect objects are removed manually from the night images. Fig. 5 shows that in the first case, the number of pixels on the lower side is higher than in the second case. The sharp rise at the upper side in the histogram in second case is because of the intentional replacement of defect objects with white color. Thus, it is validated that in the night image histograms, only the additive defect objects are confined to the lowermost side within the intensity limit of less than 50.

3.3. Threshold value

With the above conclusion that only additive defect objects are present on the lower side of the night image histogram, we take the difference between the night and day image histograms as an input to the valley emphasis method and also imposed the intensity limit of a maximum of 50. The difference between the histograms is taken because it has clear valley points, and only the additive defect objects are emphasized in the lowermost lobe.

The basis of the valley-emphasis method is to select a threshold value that has a small probability of occurrence, i.e., a valley in the gray-level histogram, and also maximize the between-group variance, as in the Otsu method. The detail of the formulation of the proposed method is described below.

The gray level histograms of the night image and day images can be represented by the intensity functions \( f_n(i) \) and \( f_d(i) \), where \( i \) ranges from 0 to \( L – 1 \), and \( L \) is the number of distinct gray-levels.

Then, the difference function \( f(i) \) is taken as the input to the Valley method and defined as

\[
f(i) = \text{abs} \{ f_n(i) - f_d(i) \}
\]  

(3)

If the number of pixels at the \( i \)th gray level in \( f(i) \) is represented by \( n_i \) and \( n \) is the total number of pixels in \( f(i) \), then the probability of
the occurrence of the $i$th gray-level is defined as

$$p_i = \frac{n_i}{n} \tag{4}$$

The average gray-level of $f(i)$ is defined as:

$$\mu_t = \sum_{i=1}^{L-1} i \cdot p_i \tag{5}$$

The single thresholding means that the image pixels are grouped into two classes separated by a threshold value, $t$.

Then, the probabilities of these two classes are:

$$\omega_1(t) = \sum_{i=1}^{t} p_i \text{ and } \omega_2(t) = \sum_{i=t+1}^{L-1} p_i \tag{6}$$

and the mean gray-level values of these classes can be computed as

$$\mu_1(t) = \sum_{i=0}^{t} i \cdot p_i / \omega_1(t) \text{ and } \mu_2(t) = \sum_{i=t+1}^{L-1} i \cdot p_i / \omega_2(t) \tag{7}$$

Using discriminate analysis, Otsu showed that the optimal threshold $t$ can be determined by maximizing the between-class variance, i.e.,

$$t = \underset{0 \leq t \leq L}{\operatorname{arg\ max}} \left( \omega_1(t) \cdot \mu_1^2(t) + \omega_2(t) \cdot \mu_2^2(t) \right) \tag{8}$$

Later, Valley modified Eq. (8) for the optimal threshold value calculation by adding a weight factor $(1 - p_i)$, as given in Eq. (9):

$$t = \underset{0 \leq t \leq L}{\operatorname{arg\ max}} \left( 1 - p_i \right) \left( \omega_1(t) \cdot \mu_1^2(t) + \omega_2(t) \cdot \mu_2^2(t) \right) \tag{9}$$

The key of the valley-emphasis formulation is the weight factor $(1 - p_i)$. $p_i$ is the probability of the occurrence of the $i$th gray-level. The smaller the $p_i$ value is, the larger is the weight value. This weight ensures that the resulting threshold always resides at the valley of the gray-level distribution.

The proposed approach limits the value of $t$ in Eq. (9) to be less than 50 and emphasizes only the first effective valley point as a threshold value. Thus, the number of iterations to find the threshold value is at least 5 times less compared to the existing approach of the Valley method. The modified expression is given in Eq. (10):

$$t = \underset{0 \leq t \leq L}{\operatorname{arg\ max}} \left( 1 - p_i \right) \left( \omega_1(t) \cdot \mu_1^2(t) + \omega_2(t) \cdot \mu_2^2(t) \right) \tag{10}$$

The optimal threshold values obtained with the proposed approach and the corresponding misclassification errors for the detected input photos are given in Tables 1–3 in the results section of this paper.

### 4. Results and contributions

Approximately 20 defected photos on a white sheet as a base and defected with various additive defects were collected as input. Encouraging results for defect detection were obtained. We evaluated
the performance of the proposed method by calculating the misclassification errors using the definition [21] as

$$\text{err} = 1 - \frac{|B_0 \cap B_T| + |F_0 \cap F_T|}{|B_0| + |F_0|}$$

where $F_0$ denotes the foreground area pixels or the manually thresholded defect object area (pixels) using Adobe Photoshop software, and $B_0$ denotes the background area pixels or the rest of the image area other than the defect pixels. $F_T$ denotes the detected pixels as defected pixels, and $B_T$ denotes the unmarked defected pixels using the proposed approach. Basically, this misclassification error reflects the percentage of background pixels wrongly assigned to the foreground, and conversely, foreground pixels wrongly assigned to the background. It may range from zero for no error, to one for completely incorrect detection. For the evaluation of each case of defect detection, first we obtained the optimal threshold value using the proposed approach and then applied this threshold value to the corresponding night images containing the defect objects and again applying to the same night image after manually removing defect objects from it using software such as Adobe Photosho to identify false detection and false rejection. The experimental results are discussed as three cases of input images to analyze the efficacy of proposed approach compared to the Valley emphasis method.

4.1. Case 1: Defected photo with unimodal gray level distribution

The proposed approach is able to identify and locate defect objects having very little contrast with their background. The day images of these types of defected photos have a unimodal gray level distribution, whereas their corresponding night images have at least bimodal gray level distribution. The outcomes of such examples are shown in Figs. 6 and 7. The misclassification errors are calculated after applying the valley emphasis method on day image histograms and on the difference between night and day image histograms, as given in Table 1. It is observed that the proposed approach, in this case, is able to locate defected pixels with very small misclassification error, whereas the Valley emphasis method, if applied on a day image gives very high misclassification error, and in fact categorizes defect objects and foreground as a single object, as shown in Figs. 6e and 7e marked with a white color.

4.2. Case 2: Defected photos with multimodal gray level distribution where defect objects have similarity with undamaged photo objects

We have generated the test images as shown in Figs. 8a and 9a. In the first test case, the blue colored circular object at the center is intentionally placed as a defect object, which is similar to the objects at the corners of the original photo, and in the second case, a multicolored photo is defected with a black color that is almost similar to the background at its location. The results of this case are given in Table 2. Although the day images of these types of defected photos have a multimodal gray level distribution, the application of the valley emphasis method on the day images of these photos categorize the defect objects in same class as similar image objects, whereas the proposed approach in such cases is able to locate and distinguish
Fig. 8. Photos having defect object similar to images objects. (a) Day image, (b) night image, (c) and (d) histograms with threshold marked, and (e) and (f) result images.

Fig. 9. Photos with defect object similar to images objects in terms of color. (a) Day image, (b) night image, (c) and (d) histograms with threshold marked, and (e) and (f) result images.
the defected pixels from similar undamaged image pixels with very small misclassification error. The outcomes of these examples are shown in the result images of Figs. 8 and 9.

4.3. Case 3: Defected photos with Multimodal gray level distribution

We have tested the proposed scheme on more than 20 multicolored and multi object photos with additive defects. Some of the results are shown in Figs. 10–12. The misclassification errors in these cases are given in Table 3. The proposed approach is able to threshold the defect objects from the remaining undamaged portion and obtain the threshold value of less than 50. If we apply the Valley method on day images of the subjected photos with multimodal distribution, only the segmented components will be obtained, but it is not possible to declare any of the particular classes of objects as defects without prior knowledge of the defect.

4.4. Contributions

The proposed approach is able to locate the defects with very small misclassification error without the requirement of any defect object features. It overcomes the limitation to distinguish the defect objects in the presence of similar photo objects and in cases of defects having very low contrast with their background. The obtained threshold values for all cases are less than 50, which reduces the time consumption of defect detection by least 1/5 times, as the dynamic range of intensity levels for the defected pixels in the histogram are confined to 0–50 instead of 0–255. Thus, the proposed approach will enhance the performance of machine vision based applications.
5. Conclusion and future scope

The results obtained and presented above are encouraging. The performance of the proposed approach is better even with the current limitations of thresholding approaches. The approach proposed in this paper is also able to distinguish the defect objects from similar image objects. The proposed defect detection consumes less time and prompts its applicability in vision based industrial applications towards an automated correction mechanism during the production phase itself to save waste during the later inspection stage. The work to apply the proposed approach towards scratch detection is also in progress. In the future, imaging with light in the IR and x-ray regions may also be explored to overcome the current limitation of the proposed method i.e., photos with non-light transmitting bases.
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