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1. Introduction

Clustering is an important unsupervised learning technique widely used to discover the inherent structure of a given data set. Some existing clustering algorithms use single prototype to represent each cluster, which may not adequately model the clusters of arbitrary shape and size and hence limit the clustering performance on complex data structure. This paper proposes a clustering algorithm to represent one cluster by multiple prototypes. The squared-error clustering is used to produce a number of prototypes to locate the regions of high density because of its low computational cost and yet good performance. A separation measure is proposed to evaluate how well two prototypes are separated. Multiple prototypes with small separations are grouped into a given number of clusters in the agglomerative method. New prototypes are iteratively added to improve the poor cluster separations. As a result, the proposed algorithm can discover the clusters of complex structure with robustness to initial settings. Experimental results on both synthetic and real data sets demonstrate the effectiveness of the proposed clustering algorithm.
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based on squared error criterion [1,25,30]. It tends to work well with compact clusters of hyper-spherical shape and similar size and is widely studied and used [25–31]. Some new distance measures are proposed to detect clusters with specific characteristics [28,29]. Besides the squared error, other criteria such as the Davies–Bouldin index [32] and cluster variance are imposed as a global criterion to determine the optimum number of clusters [26,31]. Most partitional clustering algorithms require less memory space and computation cost than the hierarchical clustering algorithms. But their clustering results are usually not as good as those of hierarchical clustering. Recently, support vector clustering is proposed to detect clusters with specific characteristics [28,29].

Although this algorithm can solve some difficult clustering problems, it is not easy to choose a suitable kernel parameter and the clustering result cannot provide information about the representation of cluster.

The hybrid clustering algorithms are proposed to combine the merits of partitional and hierarchical clustering algorithms for better data grouping [12–15,33,34]. They usually partition the data set into a relatively large number of small subclusters and construct a hierarchical structure for them based on a certain distance (similarity) measure. A given number of clusters can be found on the hierarchical structure. A BIRCH algorithm [12] arranges the data set into a number of subclusters represented by cluster feature (CF) vectors in a tree structure. It is efficient for large data sets.

In some applications, we may need to efficiently represent data and reduce the data complexity through clustering. A single prototype for each cluster, e.g., the centroid or medoid of cluster in K-means type clustering, may not adequately model the clusters of arbitrary shape and size and hence limit the clustering performance on the complex data structure. This paper proposes a clustering algorithm to represent a cluster by multiple prototypes. The remaining of this paper is organized as follows. Section 2 reviews the related work along with the discussion of their differences. Section 3 presents the proposed multi-prototype clustering algorithm. In Section 4, the proposed algorithm is tested on both synthetic and real data sets and the results are compared to some existing clustering algorithms. Section 5 gives the conclusions.

2. Related work

The squared-error clustering algorithm produces a partition of the data set which aims to minimize the squared error [1,25,30]. Let \( X = \{X_1, X_2, \ldots, X_N\} \) where \( X_i = [x_{i1}, x_{i2}, \ldots, x_{iM}] \in \mathbb{R}^M \) be a set of \( N \) patterns represented as points in \( M \)-dimensional space and \( K \) be the number of clusters. The cluster prototypes are denoted by a set of vectors \( Z = \{Z_1, Z_2, \ldots, Z_K\} \). The squared error function is computed as

\[
E(U, Z) = \sum_{i=1}^{K} \sum_{l=1}^{N} u_{i,l} d^2(X_i, Z_l),
\]

subject to

\[
\sum_{l=1}^{K} u_{i,l} = 1, \quad 1 \leq i \leq N,
\]

where \( u_{i,l} \in (0, 1) \) and \( u_{i,l} = 1 \) indicates that pattern \( i \) belongs to cluster \( l \). \( d(X_i, Z_l) \) is the distance between pattern \( i \) and the prototype of cluster \( l \) and Euclidean distance measure is often used. K-means clustering algorithm is a simple squared-error clustering algorithm with the number of clusters prespecified [25,27]. The processing steps of the K-means clustering algorithm can be summarized as follows [1]:

1. Randomly choose \( K \) cluster prototypes.
2. For each pattern, compute its distances to all prototypes and assign it to the closest cluster as

\[
u_{i,l} = \begin{cases} 1 & \text{if } d^2(X_i, Z_l) = \min_{i=1}^{K} d^2(X_i, Z_t), \\ 0 & \text{otherwise.} \end{cases}
\]

3. Update the prototype of each cluster as

\[
Z_l = \frac{\sum_{i=1}^{N} u_{i,l} X_i}{\sum_{i=1}^{N} u_{i,l}} \quad \text{for } 1 \leq l \leq K.
\]

4. Go to step (2) until convergence is achieved.

The K-means clustering algorithm has been widely used in data partitioning because of its low computation and memory space requirements and yet good performance in finding the regions of high density. But the result is sensitive to the initial partition. ISODATA (iterative self-organizing data analysis techniques) algorithm alleviates this problem by iteratively deleting small clusters, merging similar clusters and splitting large clusters until a desired partition is obtained [30]. However, ISODATA algorithm uses single prototype (i.e., centroid) to represent each cluster, which may not adequately model the clusters of arbitrary shape and size no matter how well the data set is partitioned. In the squared-error clustering, the separating boundary for each pair of clusters is the hyperplane through the midpoint of the cluster prototypes and perpendicular to the line connecting these prototypes (see Fig. 1). It may reside in the region of high density for complex clusters (e.g., the separating hyperplanes for two clusters of different size in Fig. 2a and arbitrary shape in Fig. 2c). The hybrid algorithm [13] begins with K-means clustering to partition the data set into a set of subclusters and apply the Single-link algorithm to merge them into a given number of clusters according to their cohesions. More complex boundary can be constructed to separate the clusters. But the boundary may still reside in the high-density region resulting in poor cluster separation when the initial partition of K-means clustering is not properly set.

We propose a multi-prototype clustering algorithm to discover the clusters of complex structure. The proposed algorithm begins with the squared-error clustering to partition the data set into a relatively large number of high-density subclusters represented by prototypes. A new cluster separation criterion is proposed to evaluate how well two prototypes are separated by the sparse region. Multiple prototypes with poor separations are grouped to model a given number of clusters in the agglomerative method. New prototypes, i.e., additional prototypes, are iteratively added to improve the poor cluster boundaries until all of them move to sparse region. Therefore, the significant difference of the proposed method from
others is that we propose a new cluster separation criterion and our algorithm is targeted at improving the cluster separation.

3. The proposed clustering algorithm

In this section, we first propose a separation measure to evaluate how well two cluster prototypes are separated. Next, we present the proposed multi-prototype clustering algorithm based on the separation measure. Finally, the complexity analysis of the proposed algorithm is provided.

3.1. Separation measure

The separation of two clusters measures how well the clusters are separated. Conceptually, large separation of two clusters indicates less inclination of integrating these clusters into a larger one. It is also called cluster distance or similarity in the literature [7–10]. The distances between the closest or farthest data points of two clusters are used to measure the cluster separation in the agglomerative clustering algorithms [7,8]. They are not only computationally efficient and robust to noise, but also sensitive to noise due to the dependence on a few points. In the prototype-based clustering algorithms, the separation of two clusters (or prototypes) is often measured using the distance between their prototypes. Although this measure is computationally efficient, it cannot distinguish the clusters of different sizes and shapes. For example, four pairs of clusters in Fig. 3 have equal prototype distances, but their separations are obviously different. A measure of within-to-between cluster spread is proposed by assuming the data distribution of each cluster follows a static model [13]. Although this measure is effective in some cases, it may not adapt to the internal characteristics of the clusters especially when the data set contains the clusters of diverse shapes and distributions.

The cluster prototypes produced by the squared-error clustering are often located in the high-density region. Two prototypes connected by a region of high density are more likely to belong to one cluster than those connected by a sparse region. We propose a separation measure based on the data distribution between two cluster prototypes to evaluate how well the prototypes are separated by a sparse region. Firstly, two cluster prototypes are connected by a line segment. The data points of two clusters are projected onto the line connecting the prototypes since the separating hyperplane is perpendicular to it. Let $Z_q$ and $Z_l$ denote the prototypes of cluster $C^q$ and $C^l$, respectively. The projections of the data points are computed by

$$
x' = \frac{(X - m_0)^T(Z_q - Z_l)}{|Z_q - Z_l|^2}, \quad X \in C^q \cup C^l,
$$

where $m_0=(Z_q+Z_l)/2$ is corresponding to the origin of the projections $x'$. Two cluster prototypes are projected at the positions $-\frac{1}{2}$ and $\frac{1}{2}$ of the line.

Subsequently, we compute the distribution of the projections between the prototypes. For simplicity, we use the histogram to compute the 1-D projected data distribution. The bin center of the histogram is confined in the range of $[-1, 1]$. To obtain the data densities at the prototypes and origin, the positions $-1, -\frac{1}{2}, 0, \frac{1}{2}$ and 1 are specified as the bin centers. $4B + 1 (B > 1)$ bins of equal size (i.e., $1/2B$) are formed and the number of projections $x'$ falling in each bin is counted to produce the histogram. Fig. 3 shows some examples of the 1-D projected distribution where $B$ is set to 6. Let $f(c)$ be the data density at the position $c$. The data distribution between the prototypes is denoted by the $2B + 1$ densities $[f(-\frac{1}{2}), f(-\frac{1}{2} + 1/2B), \ldots, f(\frac{1}{2})]$. The smoothness of the data distribution depends on the bin size. To obtain a smooth distribution, Gaussian filter is repetitively applied.
on these data densities until only one local minimum exists on them.

Finally, the separation is computed based on the projected data distribution between the prototypes. If the minimum of the $2B + 1$ densities between two prototypes is large, the prototypes are connected by a relatively high-density region and hence are inclined to belong to one cluster. Based on the minimum density normalized by the average of those at two prototypes, the separation is computed by

$$s_{p_{kl}} = 1 - \frac{2 \min_{k=1}^{2B+1} f\left(\frac{1}{2} + \frac{k - 1}{2B}\right)}{f\left(-\frac{1}{2}\right) + f\left(\frac{1}{2}\right)}.$$  

(6)

Large $s_{p_{kl}}$ indicates that cluster $C^l$ and $C^q$ or their prototypes are well separated by a sparse region. Some examples of the separations between two clusters are shown in Fig. 3. Instead of assuming a static distribution model, the data distribution is automatically estimated in this separation measure which can adapt to the internal characteristics of individual clusters.

The separation in Eq. (6) is based on the minimum data density so that the separating boundary is assumed at the hyperplane through the most sparse region between two prototypes. However, two clusters are separated by the hyperplane through the midpoint of the prototypes in practice. By replacing the minimum density with the density at the midpoint of two prototypes in Eq. (6), we compute the separation of two prototypes based on the current separating hyperplane as

$$s_{p_{kl}}^0 = 1 - \frac{2f(0)}{f\left(-\frac{1}{2}\right) + f\left(\frac{1}{2}\right)}.$$  

(7)

If $s_{p_{kl}}^0$ is small, the separating hyperplane resides in the high-density region between two prototypes. Obviously, $s_{p_{kl}}^0 \leq s_{p_{kl}}$.

3.2. The proposed multi-prototype clustering algorithm

For a given data set, the natural clusters often exist in the continuous regions of relatively high density separated by the sparse areas in the pattern space. Using single prototype to represent each cluster often result in the cluster boundaries residing in the region of high density (see Fig. 2a and c). By adding one or more prototypes to model the clusters, the cluster boundary can move to the sparse region of the pattern space (see Fig. 2b) or a more complex boundary can be constructed to separate the complex clusters (see Fig. 2d). We propose a clustering algorithm in which multiple prototypes coexisting within a continuous region of relatively high density are grouped to model the cluster and new prototypes are iteratively added to improve the poor cluster boundaries.

Firstly, we partition the data set into a relatively large number of small subclusters with each one represented by a prototype. Let $P \ (K \leq P \leq N)$ be the number of prototypes for the $K$ clusters. The squared-error clustering has good performance in finding the regions of high density with high computational efficiency and low memory space. It is thus employed in this stage to produce $P$ prototypes. However, the $P$ prototypes may not be appropriately distributed in the high-density regions. Some prototypes may represent the large subclusters consisting of the patterns belonging to different clusters and form a connection between two natural clusters. In addition, some prototypes may reside in the outliers which do not belong to any cluster. Thus, we try to add prototypes in the large subclusters and remove the noise prototypes. For each subcluster $l$, we compute the within-cluster squared error $E_l$ and the number of patterns $N_l$. The large subcluster usually has both large $N_l$ and $E_l$ while the noise subcluster often has small $N_l$. We remove the noise prototypes with $N_l < N_{\text{min}} \ (N_{\text{min}} = 0.3N/P$ in our experiments) and add a new prototype in the large subcluster with $N_l > 2.5N_{\text{min}}$ and $E_l > E_{\text{max}} \ (E_{\text{max}} = \sum_{k=1}^{P} E_k/P + \eta \text{std}(E_k); \eta > 0)$. The squared-error clustering is repeated until no prototypes are added or removed.

Next, multiple prototypes coexisting within a continuous region of relatively high density are grouped to model the cluster based on the separation measure in Eq. (6). We compute the separation $s_{p_{kl}}$ between each pair of prototypes and form a separation matrix of $P \times P$. If $s_{p_{kl}}$ is small, prototype $q$ and $l$ coexist in a high-density region and can be grouped into one cluster. The separation of two multi-prototype clusters $C^m$ and $C^n$ is defined as the smallest separation of two prototypes from different clusters

$$c_{SPm,n} = \min_{Z_l \in C^m, Z_q \in C^n} s_{p_{kl}}.$$  

(8)

In cluster organization, each prototype forms a cluster initially. Two clusters with the smallest separation are iteratively grouped until $K$ clusters are obtained. This process is similar to the agglomerative Single-link clustering [7]. The $P$ prototypes are finally
organized to represent \( K \) clusters in the agglomerative method. Thus, the separating boundary of two clusters is composed of multiple hyperplanes determined by the pairs of prototypes from different clusters. For example, the separating boundary of two clusters in Fig. 2d is composed of five hyperplanes determined by the pairs of prototypes: \([Z_2, Z_3]\), \([Z_2, Z_5]\), \([Z_3, Z_1]\), \([Z_3, Z_4]\) and \([Z_5, Z_4]\). By grouping multiple prototypes to represent a cluster, complex boundaries can be obtained to separate the non-linearly separable clusters.

The last step is to improve the poor cluster boundaries. The cluster boundary may not reside in the sparse region between two clusters due to the poor initial settings. Adding new prototype can push the poor cluster boundary move to the sparse region or construct a more complex boundary to separate the clusters. The \( sp_{0,l} \) in Eq. (7) is used to check the separation of cluster hyperplane. If \( sp_{0,l} < T \), the cluster separating hyperplane is poor. We compute \( sp_{0,l} \) for each pair of prototypes from different clusters and sort the poor ones (\( sp_{0,l} < T \)) in increasing order. For each pair of prototypes sorted by \( sp_{0,l} \), if \( N_q + N_l > 3N_{min} \) and the separating boundary of the clusters the prototypes belong to has no new prototype already been added to, a new prototype is added to improve the poor cluster boundary. The new prototype is computed as the mean vector of the patterns whose projections \( x' \) locate in \([- \frac{1}{2}, \frac{1}{2}] \).

After adding new prototypes, the multi-prototype clustering algorithm repeats the above steps until the prototypes do not change. Each pattern in the data set belongs to the cluster consisting of the closest prototype. The processing steps of the proposed algorithm can be summarized as:

1. Initially set \( P \geq K \) and randomly choose \( P \) cluster prototypes from the data set.
2. Apply the squared-error clustering on the data set to obtain \( P \) subclusters with each one represented by a prototype.
3. Remove the prototypes of subclusters with \( N_l < N_{min} \) and decrease \( P \) accordingly. Add a new prototype in the large subclusters with \( N_l > 2.5N_{min} \) and \( E_l > E_{max} \) and increase \( P \) accordingly. If there are prototypes removed or added, go to step (2).
4. Calculate the separations \( sp_{q,l} \) between each pair of prototypes and produce a separation matrix.
5. Organize the \( P \) prototypes into \( K \) clusters based on the separation matrix. Two clusters with the smallest separation are iteratively grouped into one cluster until \( K \) clusters are obtained.
6. Compute the separation \( sp_{0,l} \) between each pair of prototypes from different clusters and sort the poor ones (\( sp_{0,l} < T \)) in increasing order.
7. For each pair of prototypes sorted by \( sp_{0,l} \), if \( N_q + N_l > 3N_{min} \) and the separating boundary of the clusters the prototypes belong to has no new prototype already been added to, a new prototype is added to these two prototypes and increase \( P \) accordingly. The new prototype is computed as the mean vector of the patterns whose projections \( x' \) locate in \([- \frac{1}{2}, \frac{1}{2}] \).
8. Go to step (2) until the prototypes do not change.
9. Output the clustering result.

3.3. Complexity analysis

Let \( m \) be the number of iterations in the squared-error clustering. The time complexity is \( O(NPm) \) for partitioning the data set to produce \( P \) prototypes. It is \( O(P^2 \log P) \) for the prototype organization which is similar to the Single-link algorithm. Thus, the time complexity of the proposed clustering algorithm is \( O(NPm + P^2 \log P) \). The space complexity is \( O(N) \) for the partitioning of the data set in the squared-error clustering. In the prototype organization, the space complexity is \( O(P^2) \) because a separation matrix of size \( P \times P \) has to be stored. Thus, the space complexity of the proposed clustering algorithm is \( O(N + P^2) \). The number of prototypes \( P \) is much smaller than \( N \). Thus, the proposed clustering algorithm requires less memory space and computation cost than the commonly used hierarchical clustering algorithms such as Single-link and Complete-link while preserves much of the speed and efficiency of the squared-error clustering algorithm.

4. Experimental results and comparisons

The proposed multi-prototype clustering algorithm can be applied for any numerical data set. We conduct a series of experiments on both synthetic and real data sets to demonstrate the clustering performance of the proposed algorithm. The results are compared to some existing clustering algorithms.

4.1. Synthetic data

Clusters on two-dimensional (2D) data sets are easy to visualize and compare. This section tests the proposed clustering algorithm on five synthetic 2D data sets. For good visualization of the clustering results, we represent the clustered data by different marks and denote the prototypes with texts (For example, \( Z_{1} \) denotes prototype 1).

To illustrate the purpose of the proposed algorithm, we first consider the data set shown in Fig. 2c which consists of two clusters of arbitrary shape and size. The clustering result with \( P = K = K (K = 2) \) is shown in Fig. 2c. \( K \) prototypes cannot adequately model the clusters. Our clustering algorithm initializes \( P = 5 \) and set \( T \) to 0.8. Since only two clusters exist in the data set, a new prototype is added in each iteration. Fig. 4a shows an initial clustering state of five prototypes produced by the squared-error clustering. The separation \( sp_{0,l} \) between each pair of the five prototypes is computed and Table 1 shows the separation matrix. In cluster organization, prototype \( Z_1 \) and \( Z_2 \) with the smallest separation are first grouped into one cluster \( \{Z_1, Z_2\} \). The second smallest separation is \( sp_{3,4} \), so that \( Z_3 \) and \( Z_4 \) are organized into another cluster \( \{Z_3, Z_4\} \). The left prototype \( Z_1 \) are organized into the same cluster as \( Z_3 \) i.e. \( \{Z_1, Z_3\} \) since \( sp_{1,3} \) is the third smallest separation. The cluster boundary is composed of the hyperplanes separating four pairs of prototypes, \( \{Z_2, Z_4\} \), \( \{Z_2, Z_1\} \), \( \{Z_4, Z_1\} \) and \( \{Z_3, Z_5\} \). We compute the \( sp_{q,l} \) between these pairs of prototypes.

A new prototype is added between \( Z_1 \) and \( Z_4 \) since the \( sp_{1,4} = 0.4253 \) is the smallest among them. If the above steps are repeated, an intermediate clustering state of eight prototypes is obtained as shown in Fig. 4b. Since the smallest separation \( sp_{0,5} \) between two clusters is \( sp_{0,5} = 0.7460 < T \), a new prototype is added between \( Z_4 \) and \( Z_5 \). The clustering algorithm terminates at \( P = 10 \) when the smallest separation between two clusters \( sp_{10} = 0.8400 > T \). Fig. 4c shows the final clustering result of 10 prototypes. We can see that two clusters are correctly discovered.

In addition, we apply the proposed algorithm on four 2D data sets which are often used to test the clustering algorithms [9,10,12,13,22]. Fig. 5 shows the four 2D data sets denoted as DB1, DB2, DB3 and DB4, respectively. DB1 is obtained from Ref. [9]. It contains one big and two small circles and two ellipsoids connected by a chain of

<table>
<thead>
<tr>
<th>( sp )</th>
<th>( Z_1 )</th>
<th>( Z_2 )</th>
<th>( Z_3 )</th>
<th>( Z_4 )</th>
<th>( Z_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Z_1 )</td>
<td>-</td>
<td>0.0330</td>
<td>0.8388</td>
<td>0.5747</td>
<td>0.3474</td>
</tr>
<tr>
<td>( Z_2 )</td>
<td>0.0330</td>
<td>-</td>
<td>0.8426</td>
<td>0.9008</td>
<td>1.0000</td>
</tr>
<tr>
<td>( Z_3 )</td>
<td>0.8388</td>
<td>0.8426</td>
<td>-</td>
<td>0.2063</td>
<td>1.0000</td>
</tr>
<tr>
<td>( Z_4 )</td>
<td>0.5747</td>
<td>0.9008</td>
<td>0.2063</td>
<td>-</td>
<td>0.8579</td>
</tr>
<tr>
<td>( Z_5 )</td>
<td>0.3474</td>
<td>1.0000</td>
<td>0.8579</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
outliers. The other three data sets DB2, DB3 and DB4 are obtained from [10]. These data sets with 8000 to 10,000 data points consist of the clusters of arbitrary shape and size and the outliers are scattered on the data sets, which represent some difficult clustering instances.

Fig. 6 shows the clustering results of the proposed algorithm on these 2D data sets. The total number of prototypes finally obtained to model the clusters are 11, 29, 38 and 59 for the DB1, DB2, DB3 and DB4, respectively. From these figures, we can see that the proposed algorithm successfully discovers the clusters on these data sets.

To show the robustness to initial settings, we perform the proposed clustering algorithm on a poor initialization. DB1 and DB3 are used in this experiment. The initial number of prototypes is set to 20 for both data sets. The separation threshold $T$ is set to 0.45. Fig. 7a and c show the initial clustering results of 19 prototypes on the DB1 and 20 prototypes on the DB3, respectively. DB3 has more complex data structure than DB1 so that the initial 20 prototypes may not adequately model the clusters on DB3. Although 20 prototypes are enough to model the clusters on DB1, the inappropriate
initial prototypes also result in poor clustering result where two small circles on the right are modelled into one cluster by a prototype. Our proposed algorithm iteratively adds new prototypes to improve the poor cluster boundaries resulted by the inappropriate initial settings. Fig. 7b and d show the final clustering results of 21 prototypes on DB1 and 47 prototypes on DB3, respectively. We can see the clusters on these data sets are successfully discovered.

We compare the proposed algorithm with some existing clustering algorithms on the four 2D data sets. As these data sets contain the clusters of arbitrary shape and size, most variants of the squared-error clustering algorithm such as $K$-means [25] and ISODATA [30], which use single prototype to represent each cluster, cannot correctly discover the clusters on the data sets. DB1 is used to test the CURE clustering algorithm [9]. As stated in Ref. [9], the BIRCH algorithm [12] cannot distinguish between the big and small clusters and the Single-link algorithm cannot handle the chain of outliers connecting two ellipsoids. The hybrid clustering algorithm [13] is also tested on the four data sets and performs better than some
existing clustering algorithms such as the Single-link [7], Complete-link [8], CURE [9], K-means [25], BIRCH [12] and DBScan [22] algorithms. As stated in Ref. [13], the Complete-link, K-means and BIRCH algorithms cannot discover the clusters on the four data sets, while the Single-link equipped with outlier elimination, DBScan and CURE algorithms can correctly discover the clusters on one or two of the first three data sets but all fail on the complex DB4. The hybrid algorithm [13] is able to discover the clusters of the four data sets. However, its clustering result is sensitive to the initial settings. As reported in Ref. [13], the probabilities of successful partitions are about 95%, 90%, 65% and 40% on the DB1, DB2, DB3 and DB4, respectively, after performing this hybrid algorithm 20 times with random initialization on each data set. Similarly, the proposed algorithm is performed on each of the four 2D data sets over 20 random runs with the initial number of prototypes set to 3K. The probabilities of the successful partitions are 100%, 100%, 95% and 90% on the DB1, DB2, DB3 and DB4, respectively. The average numbers of prototypes to finally model the clusters are 17, 26, 39 and 62 for DB1, DB2, DB3 and DB4, respectively. Thus, more prototypes are usually required to represent the clusters which are more complex in shape and size.

4.2. Real data

To show the practical applicability of our proposed multi-prototype clustering algorithm, we apply it on three real data sets: Iris data, Wine Recognition Data and Wisconsin Breast Cancer (WBC) Data, which are available at UCI Machine Learning Repository [35]. The class label is given for each pattern in these data sets. It is ignored during the clustering but used for evaluation of clustering performance. In this work, the clustering error rate is used to evaluate the performance of clustering algorithm. It is computed by [27]:

\[ \text{Error} = \frac{\text{the number of misclassified patterns}}{\text{the number of patterns in data set}} \times 100\% \]  

(9)

To compute the clustering error rate, the major problem is the correspondence between the given class labels and the found clusters. We perform the matching between them. A cluster \( l \) corresponds to class label \( q \) if the number of patterns labelled as \( q \) in \( l \) is larger than those of other class labels. The best matching of the clusters is selected as the correspondence to the class labels.

We compare our proposed algorithm with some existing clustering algorithms such as K-means, agglomerative hierarchical clustering and hybrid algorithms on these real data sets. The proposed algorithm is performed on each data set over 20 random runs and the best clustering result is presented. We implement the K-means algorithm with a good initialization of the cluster centers in Ref. [27] on the WBC Data while the clustering results on the other two real data sets are reported in Ref. [27]. We perform the three common agglomerative clustering algorithms: Single-link [7], Complete-link [8] and Average-link [7] on each data set and present the best clustering result of them. In addition, the hybrid algorithm [13] is also implemented on these real data sets with our best effort. We give the best clustering result after 20 random runs of it on each data set. For other clustering algorithms, we present the results reported in the literature.

The Iris data set consists of 150 patterns and each one is represented by four numerical features: sepal length, sepal width, petal length and petal width. Three types of Iris flowers: setosa, versicolor and virginica are labelled as class I, II and III, respectively. Each class consists of 50 patterns. This data set is often used to test the clustering algorithms and the clustering results of three clusters are reported in Refs. [15,27]. Ref. [15] also gives the clustering results by the Single-link and Complete-link algorithms. Our algorithm produces five prototypes to model the three clusters on this data set. One prototype is used to represent cluster C1 which is easier to be separated from others. Two prototypes are used to represent each of cluster C2 and C3. Table 2 summarizes the clustering results for this real data set. We can see our algorithm performs better than other clustering algorithms.

The Wine Recognition data set contains the results of a chemical analysis of the wines grown in the same region in Italy but derived from three different cultivars. The wines from three cultivars represent three types of wine data labelled as class I, II and III, respectively. This data set consists of 178 patterns and each one is represented by 13 features such as alcohol, magnesium, color intensity, etc. The feature values are normalized to \([0,1]\) to balance the effects of the features measured on different scales. This data set is also used to test the clustering algorithm [23,27]. Five prototypes are produced in our algorithm to model the three clusters on this data set. Two prototypes are used to represent each of cluster C1 and C2. Cluster C3 is represented by one prototype. Table 3 shows the clustering results for this real data set. We can see that the clustering result of our algorithm is better than those of others.

The WBC data set consists of 683 patterns which belong to two types of patterns: 444 benign and 239 malignants labelled as class I and II, respectively. Each pattern is represented by nine features. This data set is also used to test the clustering algorithm [11]. As stated in Ref. [11], its clustering result is better than those in Refs. [17,18]. Our algorithm produces four prototypes to model the two clusters on this data set. One prototype is used to represent cluster C1 and the other three prototypes represent cluster C2. The clustering results for this real data set are shown in Table 4. Our algorithm performs better than other clustering algorithms on this data set.

The major computation load of the proposed clustering algorithm is in the squared-error clustering of data set and the prototype grouping process. It is well known that the squared-error clustering of data set has low computation cost. Since the number of prototypes is much smaller than the size of data set, the prototype grouping process is also time efficient. The total computation time of the proposed algorithm depends on the number of iterations (squared-error clustering and prototype grouping) required for adding new prototypes to improve the cluster separation. It is heavy as compared
with the K-means and hybrid [13] algorithms due to the iteration of adding new prototypes. To alleviate this problem, we can initially set more prototypes in the squared-error clustering so that fewer prototypes will be added afterwards. In addition, we can consider re-clustering the data of the clusters affected by new prototypes instead of the whole data set to reduce the computation cost. Table 5 shows the computation time of our algorithm compared with the K-means, hierarchical and hybrid clustering algorithms on the three real data sets. All the algorithms are implemented in MATLAB and executed on a Dell Precision PWS390 1.86 GHz PC with 1 GB memory running Windows XP professional. Although our algorithm requires a little more computation than the K-means and hybrid [13] algorithms, it is much faster than the hierarchical clustering algorithms.

5. Conclusions

In this paper, we have proposed a multi-prototype clustering algorithm which can discover the clusters of arbitrary shape and size. The squared-error clustering is used to produce a number of prototypes and locate the regions of high density because of its low computation and memory space requirements and yet good performance. A separation measure is proposed to evaluate how well two clusters are separated by a sparse region. Multiple prototypes with small separations are organized to model a given number of clusters in the agglomerative method. New prototypes are iteratively added to improve the poor cluster boundaries resulted by the poor initial settings. The proposed algorithm requires less memory space and computation cost than the commonly used hierarchical clustering algorithms as Single-link and Complete-link while preserves much of the speed and efficiency of the squared-error clustering algorithm. Experimental results on both synthetic and real data sets show the effectiveness of the proposed clustering algorithm.
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Table 5

The comparison of computational complexity on the three data sets

<table>
<thead>
<tr>
<th>Data sets</th>
<th>Time consumption in second</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K-means</td>
</tr>
<tr>
<td>Iris</td>
<td>0.0015</td>
</tr>
<tr>
<td>Wine</td>
<td>0.0017</td>
</tr>
<tr>
<td>WBC</td>
<td>0.0019</td>
</tr>
</tbody>
</table>
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