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Abstract. Information hiding techniques have been useful for passing secret messages unnoticed since old times, but nowadays it also has been purposeful to prove ownership of digital assets. The increment of the internet services has provoked easy accessing to illegal or unauthorized copies of datasets, so the piracy is at its best. With watermarking emerging as a tool for ownership proof, traitor tracing, etc., there have been several techniques for multimedia data but no so over relational data. Due to the differences of these data types, another angle is necessary to the conceptions of its watermarking schemes also to deal with new problems that have emerged. With our research, we seek to develop a robust technique based on meaningful signals oriented to watermarking relational data. The watermark must be resilient against common updates but also, it must be resilient against bit level attacks that tries to destroy the watermark.
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1. Introduction

The piracy of digital assets has been a concern for those who use them as business products over the web. Truly is that deploying an online enterprise permits the use of the benefits of the internet, allowing the organization to go beyond the geographical obstacles and political borders. The problem is that, due to the easy access and distribution of digital data, piracy and illegal copies cause millions in losses to these businesses.

Computing security is composed of a set of techniques [56] that try to avoid the degradation of the digital assets integrity and protects them from piracy. In the first place is the Cryptography which consists of “the study of mathematical techniques related to aspects of information security such as confidentiality, data integrity, entity authentication, and data origin authentication” [56]. Also, we may find the Steganography, which “is the art of concealing the very existence of information by inserting it in an apparently innocuous object” [7]. Finally, we can find the digital Watermarking, a promising set of techniques that allows owners to check the authenticity of the digital asset in case of an accusation of illegal copy [17, 18, 43, 46].

The idea of Watermarking a digital asset consists in introducing small changes called marks into the object to be watermarked. All the marks together constitute the Watermark (WM) and each one must
have an insignificant impact on the data usability. Also, every mark should be embedded in such a way that a malicious user cannot destroy the WM without compromising the data quality. So, the watermarking idea is not the prevention of copying or distribution of the digital assets, but a tool to be used in case of legal demands for unauthorized data distribution or false ownership claims [2].

There is a Watermarking trade-off that involves the requirements of robustness, imperceptibility, and capacity of the WM (see Figure 1). For example, creating a robust WM may require to embed more marks (increasing the WM capacity) in the object being watermarked, but that would make the WM more perceptible. On the other hand, for making the WM more imperceptible, we could decrease the capacity, but that would compromise the robustness.

“In contrast to Steganography, Watermarking has the additional requirement of being robust against attackers that try to remove the hidden data or make its presence undetectable” [45]. Also, the use of Cryptography makes data unreadable and put in evidence the existence of the secrecy in the digital asset [7].

Several techniques have been proposed for allowing the wide distribution of multimedia data (MMD) with embedded information that permits the verification of the copyright [9, 72, 73]. Although there have been also watermarking schemes for relational databases (RDB) [2, 34, 39, 66] there are still some unsolved problems in this area. These issues are related to the nature of relational data (RD) and the lower maturity of these techniques compared to those created for videos, audios, and images.

Since we are focused in the RDB field, it is important to highlight that a DB scheme may be represented according to the relational model as a collection of tables called relations, linked between each other through a spatial attribute (sometimes is possible a combination of attributes) called Primary Key (PK). The table columns are the attributes (or fields) of the data to store, and the rows (or tuples) correspond to each object registered in the relation (see Figure 2). The PK must be unique for each tuple, so that it can be identified [19].
The watermarking methods proposed for MMD cannot be used for RD due to the existing differences between these data types, which are [2, 33]:

- **Data Redundancy**: The multimedia objects are composed of a large sequence of bits providing a convenient cover to hide the marks of the WM, whereas a relation of a DB is a collection of tuples with very low redundancy, an aspect that makes it difficult the embedding of the marks.

- **Order of the Data**: The relative positions of different parts of multimedia objects do not change, whereas there is no fixed ordering among the tuples and attributes that compose the database relations.

- **Frequency of updates**: Any portion of multimedia objects is not modified or normally erased, whereas tuples may be inserted, deleted, or updated as part of common and daily database transactions.

- **Data appreciation**: MMD are oriented to be interpreted by human biological systems (e.g. visual and auditory) and that feature is highly used by watermarking schemes. On the other hand, there is no biological system for raw RD interpretation.

Most of watermarking techniques for MMD use the features of these data types for the generation, embedding and extraction of the WM. For example, the value of pixels of an image usually presents a high correlation with the value of their neighbors, aspect that some techniques use [61]. The attribute values of a database relation should not present this feature at all, according to the right RDB design (low redundancy: exception, the primary key of the relations). Also, MMD can change of domain using some transforms (e.g. Discrete Wavelet Transform (DWT)) and the WM can be embedded in the transformed information, guaranteeing the scattering of the marks widely all over the data [61]. If a similar operation is performed over the RD, the usability may be severely compromised due to the spread of the distortion [2].
Watermark a RDB does not necessarily imply marking every one of its relations. Eventually, just DB fragments are sold or distributed, these fragments can consist of subsets of a few linked relations, or just a single relation or even segments from it.

Watermarking RD has proved to be a useful tool in various ways, the more common application is copyright checking in ownership conflicts [42, 48, 64]. Also, embedding different WMs in distinct copies of the data, called fingerprinting, is used to deter illegal copies and to trace traitor users [26, 30, 53]. These two variations of the use of watermarking are classified as robust due to the severity of attacks aimed at their destruction. On the other hand, a WM can be used to control the integrity of the data and protect them against tampering and fraud [25, 47, 51, 76]. This last watermarking type is classified as fragile considering the data owner knows about the WM presence and will be benefited from using it.

This document is organized as follows: In Section 2 we present the theoretical elements of the research area. Here the desired properties of the watermarking schemes for RD and the main challenges that must be faced are explained. Also, the state of the art and other related area techniques considered in this investigation are presented. In Section 3, the proposed scheme is explained. Finally, Section 4 presents the results of the conducted experiments and their analysis. The conclusions constitute the Section 5.

2. Theoretical Background

2.1 Bases of Watermarking and Relational Databases

Watermarking RD consists of two general processes: the embedding and the extraction of the WM. The embedding process is formed by two main sub-processes, the generation of the WM and the embedding of the marks into the relation of the database. The simplest embedding process has at least one parameter, the Secret Key (SK), known only for the data owner (see Figure 3).

![Figure 3. Structure of the WM embedding process.](image)

The extraction process is formed by four sub-processes: detection of the marks, their extraction, the WM reconstruction, and finally (optional) the enhancement of the WM. The value of each private parameter must be the same as the used for the embedding process (see Figure 4).
Also, WM schemes for RDB databases must accomplish the requirements presented below [2, 33]:

- **Capacity**: It determines the optimum amount of data to be embedded without compromising the database usability. Also, tries about the optimum way to embed and extract this information without raising suspicion of the potential attacker.

- **Usability**: The data usability cannot be degraded by the changes introduced during the WM embedding process. The tolerance to changes may change according to the database purpose.

- **Robustness**: The embedded WM should be robust enough against malicious attacks or common updates as long as the intent to remove the marks do not compromise the data usability. There is the exception of the fragile WM, oriented to protect the data integrity.

- **Blindness**: The extraction of the WM should require neither the knowledge of the original database (the unwatermarked copy) nor the watermark information. In case contrary when a scheme does not fulfill this requirement, the WM will be classified as non-blind.

- **Security**: The security of the watermarking process relies only on some private parameters (e.g. secret key) which should be kept completely secret by the users involved in the operation.

- **Public System**: The watermarking system should assume that the method used for inserting a watermark is public. The defense must lie only in the choice of the private parameters (e.g. secret key) [6].

- **Incremental Watermarking**: After the database has been watermarked, the watermarking algorithm should compute the watermark values only for the tuples that will be added or modified.

- **Non-interference**: If multiple WMs are inserted into the same relation of the RDB, then their marks should not interfere with each other.

- **False Positives and False Negatives**: The false hit is the probability of a valid watermark being detected from unwatermarked data, whereas false miss is the probability of not detecting a valid watermark from watermarked data that has been modified in typical attacks. The false hit and the
false miss should not interfere or affect in the detection of the marks and should not have influence in the WM construction.

Watermarking techniques for RD are classified according to the following criteria [2, 33]:

- **Watermark Information**: According to the source used to generate the WM (e.g. audio, image, text, other database values, etc.).

- **Distortion**: The watermarking schemes oriented to embed changes into the database will be classified as distortion-based, otherwise will be classified as distortion-free. The distortion-free methods are commonly used to implement fragile WMs.

- **Reversible**: If the marked data are returned to its unwatermarked version just after the WM extraction the scheme will be reversible. This classification can be understood as a sub-classification for the distortion-based techniques.

- **Intent of Marking**: Different watermarking schemes are designed to serve different purposes, mainly, integrity and tamper detection, localization, ownership proof, traitor detection etc. According to that will depend if the WM will be robust or fragile.

- **Cover Type**: Classification given to the watermarking scheme according to the type of the cover (e.g. type of attributes) into which marks will be embedded.

- **Granularity Level**: The watermarking can be performed by modifying or adding information at bit level or higher level (e.g. whole a value, attribute or tuple level).

- **Verifiability/Detectability**: The detection – verification process may be deterministic or probabilistic. Also, it can be performed blindly or non-blindly, and it can be performed publicly (by anyone) or privately (by the owner only).

According to their intent, the robust WM schemes are required by the fingerprinting techniques and the ownership proof. This class of techniques must be resilient against the most complex attacks as well as common database updates:

- **Common updates**: Daily routine transactions for which databases are implemented. They represent the basic business management operation in any business (data selection, data modification, data insertion and data elimination). If the WM are no conceived to resist this will be easy to destroy.

- **Malicious attacks**: There are several kinds of attacks oriented to compromise the robust WM techniques, they are as follows [2]:

• **Value modification attacks**: Consist in change the value of the attributes hoping to erase the marks that could be stored on them. These modifications can be at bit level or with a rounding or transforming the numeric attribute values. Also, for multi-word character attributes, can be replacing a specific character like spaces.

• **Set attacks**: Malicious operations that try to simulate the common transactions of databases. These can be performed horizontally (tuple level), vertically (attribute level) or mixed (tuples and attributes), as well as at single level (one element) or massive level (multiple elements). They are sub-classified as *subset attacks* (deleting or updating of tuples and/or attributes) or *superset attacks* (insertion of new tuples and/or attributes).

• **Subset Reverse Order Attack**: This attack is performed by exchanging the order or the positions of the tuples and/or attributes trying to make impossible the WM detection. If the WM embedding is sequential somehow this attack will provoke severe damage to it.

• **Brute Force Attack**: In this case, the attacker tries to guess the value of the private parameters (e.g. secret key). This attack can be thwarted by using several private parameters or by parameter’s values big enough in size.

• **Collusion Attacks**: Based on the combination of disjoint tuples taken from different copies of the same relation (with the exact scheme). Assuming each copy has different WM, this combination could compromise its extraction. There is a sub-type for this attack called *Majority Attack* which consists in computing each bit of the data to be added in the new relation using a majority function. That variation will exclude from the copy those bits with unusual values, and so, the probability of pass bit portion of the WM that may be identified, will be avoided.

• **False Claim of Ownership**: This attack consists in to provide the traitor with evidence that may raise doubts about the true owner of the data. This attack may be performed by adding a new WM into the watermarked data (*Additive Attack*) or discovering a fictitious WM from the watermarked data based on the random occurrences of the data values (*Reversibility Attack*).

### 2.2 Notation Used and Useful Functions

As Agrawal and Kiernan [3] were the first ones to propose a WM technique for RDB (also called AHK algorithm), their notation has been used by most subsequent works (see Table 1).

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>Number of tuples in the relation of the RDB to be marked.</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Number of attributes available for marking from the relation.</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Number of less significant bits (lsb) available for marking in the binary representation of each attribute value.</td>
</tr>
<tr>
<td>$1/\gamma$</td>
<td>Defined as Tuple Fraction (TF), is the fraction of tuples to be marked $\gamma \in (1, \eta)$. If the value of $\gamma$ decreases more tuples will be considered for marking. Ignoring the usability constraints, if $\gamma = 1$ all tuples of the relation will be marked.</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Number of marked tuples from the $\eta$ presented in the relation. Ignoring the usability constraints $\omega \approx \eta / \gamma$.</td>
</tr>
</tbody>
</table>

According to Table 1, data usability will be controlled not only by the DB constraints but the trade-off between the values of $\gamma$ and $\xi$ as well. These parameters will be responsible for an important part of the watermarking capacity considering the distortion limits on the data to be marked.

Also, the relation to be marked will be identified as $R$ with scheme $R(PK, A_0, ..., A_{v-1})$ where $A_i: i \in (0, v-I)$ are all the attributes available to mark. The tuples of the relation $R$ are identified as $r_j$ where $r \in R$ and $j \in (0, \eta-1)$. So, the notation $r_j.A_i$ it refers to the attribute $i$ of the tuple $r_j$ in the relation $R$ where primary key will be $r_j.PK$.

An important type of methods frequently used by the Watermarking RDB techniques are the one-way hash functions which always guarantee the same output for the same input parameters. The function notation is $H$ and for a given message $M$ as input, the result will be $h$ (operation represented as $h = H(M)$). As one-way function, will be hard to obtain $M$ given $h$ such that $M = H'(h)$. Also, given $M$ will be hard to find another message $M'$ that guarantees the same result $h$ such that $H(M) = H(M')$ [3]. Examples of this type of functions are MD5, SHA-0, SHA-1, etc.

Hash functions are very useful to obtain a unique and secret value that identifies a tuple given unique information about it (e.g. $r_j.PK$ or a unique combination of index values for seeking). Also, combining $r_j.PK$ with the $SK$ will improve the secrecy level of the operation.

### 2.3 Previous Work

Since the first WM technique for RDB proposed in 2002 by Agrawal and Kiernan [3], it has been remarkable the increment of proposals of different nature (see Figure 5). Growing diversity, several works of different types of WM have been created, acting at different level of the RDB and trying to persist despite the RD nature.
An important amount of options has been published seeking to accomplish the different intents but most of them have been focused in the ownership proof (see Figure 6). Considering the robustness required for this goal, daily RDB operations tend to destroy the WM as time passes. That is why more researchers still seeking better results in this area. The main challenge is creating a robust WM without compromising data usability in the embedding and remains the imperceptibility so the attacker cannot find evidence at all about which are the marks and where they could be.

Mainly oriented to protect data from illegal distribution and false ownership claim, the robust WM (mostly distortion-based) must persist despite the benign updates and the malicious attacks. Even so, not all studied techniques are tested against all types of attacks and just a few display the distortion degree provoked, allowing the analysis of the usability compromise (see Figure 7).
Figure 7. Attention given by the read literature to the attacks and the benign updates.

The main groups for RDB WM are defined according to their intent. Often, the ones oriented to detect tampering and controlling usability violations are distortion-free, while the rest use to be distortion-based. Figure 8 and 9 display a classification of the studied Watermarking techniques proposed by the authors since 2002.

Figure 8. Classification of the studied watermarking techniques for RDB.
A peculiar type of Watermarking techniques for RDB is that who use MD as the source for the WM generation due to the existence of techniques to enhance this kind of signal. Figure 10 makes a special distinction between the Image-Based Watermarking (IBW) (those who use images for the generation) and the others who use other MD data type. This is because the image may be composed of a low number of bits (even lover if is a 1bit-Bitmap (BMP) format) and still could be identified by human visibility.

Since the first watermarking technique for RDB was the proposal of Agrawal & Kiernan [3], there are several numbers of extensions to this scheme. The AHK algorithm was created for marking numeric attributes at bit level and is classified as blind. It mainly embeds a meaningless bit sequence into the relation to be marked by selecting the tuples to mark, the attributes and the bit of the attributes
according to a value generated using one-way hash function that takes as inputs SK and \( r_j.PK \) (see Section 2.2). They define a Virtual Primary Key (VPK) as \( F(r_j.PK) = H(SK \cdot H(SK \cdot r_j.PK)) \) where the operator \( \cdot \) represents concatenation. So, the desiderata for watermarking relational data with random nature are defined by the \( \text{mod} \) operator. Tuple selection is performed if \( F(r_j.PK) \mod \gamma = 0 \). In the same way, the attribute index for marking in the selected tuple will be obtained according to \( F(r_j.PK) \mod \nu \) and the bit position \( F(r_j.PK) \mod \xi \).

Agrawal & Kiernan [3] method's main limitations are given by a weak resilience against subset attacks and malicious updates such as data transformations. Also, the meaningless of the watermarking information may compromise the identification despite that the WM could survive the attacks. Finally, they only rely on the usability control in the parameters \( \xi \) and \( \gamma \), and ignore the constraints that may be implemented over the database.

In 2004, Sion et al [70] presented a different approach for watermarking RDBs, also a blind technique that marks numeric attributes at bit level. They focused in do not compromising data usability, for that, they calculate data statistics and mark the selected tuple according to the database constraints and the range of allowed error for the data (using the Mean Squared Error (MSE) as metric). The limitation of this proposal is that a tuple sorting is required for defining subsets identifying some tuples as their bounds. These bounds will be called markers and are identified similarly to the tuple selection in AHK Algorithms (if \( H(SK,r_j.PK) \mod e = 0 \), where \( e = \text{attributes\_set.length/\text{subset\_size}} \)).

Creating subsets are with the aim of taking the watermarking problem into multiple simplified situations and embed the marks with high redundancy, allowing error correction in the extraction process using majority voting. The problem is that some set attacks (e.g. adding or removing tuples) may add or remove some markers, which may compromise the detection of the same subset used in the embedding process and due to this, increment the probability of the synchronization errors. Sion et al [70] introduce the idea of using maps for improving the marks localization in the detection process, but this decreases the performance of the watermarking embedding and extraction processes, and violates the blind principle of watermarking, not mentioning that this information may suffer losses in data actualization attacks, so the technique will have to add extra considerations for the maps robustness.

Other proposed technique classified as IBW was the presented in 2010 by Sardroudi & Ibrahim [65]. This scheme uses an image for generating the WM and also checks the usability before modifying the data due to the mark insertion. The main idea is based on AHK algorithm but there are some additional considerations to avoid data degradation. The limitation of this proposal is given by the watermark capacity and the random nature of the algorithm. The first IBW proposed [86] considers a
sequential nature for the marks in the embedding process. The problem is when a *subset-reverse order attack* (over tuples or/and attributes) is performed there may never be a way to identify and recover the WM. So, the solution of previous IBW techniques was a random selection of the image pixels, but this compromises embedding the entire WM (some pixels are considered multiple times while others are ignored). The consequences of this are similar to perform tuple deletion attack to the relation. Sardroudi & Ibrahim’s technique presents better results that similar previous schemes but the watermark still is not entirely embedded into the data even when all tuples of the relation are marked ($\gamma = 1$) causing a serious usability deterioration and increasing the risk of providing evidence to the attackers about the locations of the marks.

There are other techniques focused in marking more than one attribute per tuple on the relation. At first glance, the main deficiency of this would be the increasing of data distortion compromising the usability. For example, Jawad, K. & Khan [41] use Genetic Algorithm (GA) for detecting a couple of attributes that combined will provoke less distortion over the tuple and the column (comparing the values of the same attribute two tuples up and two down). According to the studied multi-attribute techniques, a common limitation is that often they define a fixed number of attributes for embedding the marks.

Despite there are some multi-attributes WM techniques for RDBs, none of them use an image as WM and tries to reduce the distortion and at the same time increases the considered pixels in the embedding the way we are proposing as far as we know.

There are also others techniques that may be useful to consider working with them. For example, using binary images for WM generation brings the advantages of using a simpler signal, compared to others, and would allow the chance of not embedding the entire signal (to minimize distortion over RD) and even so, extract a fragment and enhance it using techniques like the proposed by Chan et al. [14], Shen et al. [67], and Zhang and Ye [81]. On the other hand, there are works that use statistics fundamentals for variance minimization. That may be useful for selecting the attributes for marking with higher frequency than others, seeking the preservation of data usability. Here we can mention the work of He, X. et al. [35], Kleijnen, J.P. et al. [49]; and Warmuth and Kuzmin [80].

3. **Proposed Scheme**

Our proposal for watermarking relational data aims to improve the watermark capacity using the idea of spatial image watermarking techniques. In conventional RDB watermarking techniques, the marks are embedded one per tuple so that the operation can be understood as a vertical process. But, if the
marks were embedded in two directions (vertical-horizontal) then the capacity of the watermarking scheme increases considerably.

It seems to be logical that subset attacks have a higher probability of compromising the WM detection if embedding is in one direction; if it is in two, this will improve WM robustness due to the increase of the marks redundancy. This statement is proved by the results of the experiments carried out. Then, despite it may be better to embed more than one mark per tuple, simulating the image techniques that act over the spatial domain, this may compromise the usability. Of course, the higher the number of marked values per tuple, the higher the distortion caused into the data. That is why a data-quality module is added to our scheme.

Our first scheme is based on AHK algorithm, acting over numeric attributes at bit level and does not require the original unwatermarked data neither the WM source for the extraction process. The WM is generated from an image and the marks are scattered more than one per tuple according to a new parameter we introduced. The idea is to extend the scheme Sardroudi & Ibrahim [65] but adding a multi-attribute embedding factor called Attribute Fraction (AF: defined as \( 1/\chi \in (1, \nu) \)) controlling the data distortion to be restrictive by considering the maximum error allowed. As with the tuple fraction, if \( \chi = 1 \) all attributes of the tuple are marked, if \( \chi \) increases, fewer attributes are marked. Other secret parameters used in our proposal are described in Table 2. We also use the parameters defined in Table 1 as well as the notations and concepts previously described.

**Table 2. Parameters required by the proposed scheme so far.**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AL</td>
<td>List of attributes for marking (AL. size = ( \nu ))</td>
</tr>
<tr>
<td>MSB</td>
<td>Range of most significant bits available for the random selection of the value identified as msb</td>
</tr>
<tr>
<td>LSB</td>
<td>Range of less significant bits available for the random selection of the value identified as lsb</td>
</tr>
<tr>
<td>IMG</td>
<td>Matrix that represents the array of pixels of the selected image for building the watermark</td>
</tr>
<tr>
<td>H</td>
<td>Height of the image used for generating the WM. The randomly selected height position for the pixel extraction is denoted as ( h ).</td>
</tr>
<tr>
<td>W</td>
<td>Width of the image used for generating the WM. The randomly selected width position for the pixel extraction is denoted as ( w ).</td>
</tr>
</tbody>
</table>

The embedding steps of our proposal are presented in Figure 11. We create a VPK for the analyzed tuple \( (VPK_i) \) using the function \( Create_VPK \) and taking as parameter the PK of the tuple and the SK. Then, the tuple is considered for embedding a mark if \( VPK_j mod \chi = 0 \), otherwise, we pass to the next tuple.
For the considered tuple, we analyze each attribute only if it is included in the AL (see Attribute Selection block in Figure 11). The Attribute Virtual Value (AVV) is generated by using the Generate_AVV function. If the attribute is selected to be marked, after the mark embedding we could get a new value that may exclude it from the WM extraction process, that is why we have analyzed only the value generated using the attribute MSB. Using the AVV and the VKP, we generate the Attribute Virtual Hash (AVH) (function Generate_AVH) and we proceed to generate the values for the mark embedding on this attribute if \( AVH_{ij} \mod \chi = 0 \) and the parameters MSB and LSB allow it.

As we mentioned, the WM is generated using an image where each randomly selected pixel (functions GetPixelCoord and GetPixelVal) will be xored with the \( msb \) (function GenMark). Then the created mark is embedded in the \( lsb \) position selected from the range given as parameter (function EmbeddingMark). The mark embedding is done only if the condition of the \( lsb \) position respect to the binary length (function blength) of the attribute value is met, and the changes will be committed if the data constraints and the tolerated error allow it.

The extraction process follows the same steps of the embedding process and uses the same parameter values as well as the same functions. One step can be modeled as the reverse of the other. The extraction process is deterministic and a majority voting is performed at the end of the extraction to use the redundancy of the embedded marks aiming to avoid the impact of the attacks and benign updates.
3.1 Avoiding the Degradation of the Data

To avoid compromising the data usability, we take into consideration not only the random values selected for marking the attribute (e.g. the \textit{lsb}) but also the attribute value itself. So, if the attribute finally is marked or not, it gives to our technique a higher level of randomness, an aspect that improves the technique, making it unpredictable for the attackers.

As the technique of Sardroud & Ibrahim, we only mark an attribute if the length of its value in binary notation is at least twice of the position of the LSB selected for marking. For example, if we have a binary number 111 (7 in decimal) and the second \textit{lsb} is selected, we are provoking a change in the value of only 2 units, but respect the original value, this represents an alteration of $28.75\%$. With this restriction, we are making available the marking only if the \textit{lsb} is 1 (distortion in one unit $\approx 14.29\%$, also the minimum available degradation) or forcing the selection of the second \textit{lsb} only if the length of the binary value is 5 or higher. For example, if the number is 10111 (23 in decimal), changing the second \textit{lsb} will provoke just an alteration of the 8.7\% of its value.

The second consideration is that the selected positions for the \textit{lsb} and the \textit{msb} cannot overlap. For example, we can have in a relation of the database, numeric attribute values that require 10 digits for their binary representation and the available ranges for the random selection of 3 for the \textit{lsb} and 4 for the \textit{msb}. In this case the random positions selected for the \textit{lsb} and the \textit{msb} will never overlap, but if we have a number represented by only 6 digits, there is the probability that the same selected value for the \textit{msb} in the generation of the mark may be selected as the \textit{lsb} to be modified (e.g. \textit{msb} = 4, \textit{lsb} = 3). Due to this, we could obtain a wrong value for the mark in the WM extraction process. Also, the number formed by the MSB range is used for deciding if the attribute will be marked according to the AF. If we change some value of the MSB, we may not consider this attribute in the WM extraction process.

One solution to this problem may be zero padding to the left of the binary representation and make all values of the same length, but this would provoke the detection of a lot of \textit{msb} with same values and it can make the technique predictable. The solution we are proposing is that the sum of the ranges indicated for the selection of the LSB and the MSB must be equal or higher to the length of the binary representation of the numeric value selected to mark.

Another consideration at bit level is the change of the values at the right of the selected \textit{lsb} to reduce the difference of the new attribute value compared against the original. Other \textit{lsb}'s will change their value to the opposite of the value inserted. For example, if we have the binary value 1001101 (77 in decimal) and the \textit{lsb} selected to be marked is the 4th, then the new value would be 1000101 (69 in decimal), but if the other \textit{lsb}'s are changed according to this rule, the new value will be 1000111 (71 in decimal).
in decimal); so, the distortion will be less. The number of \textit{lsb} places to change will be indicated by parameter and this will add again a higher random nature to our technique, due to the fact that not all \textit{lsb} have the same value compared with the marked one. Sardroudi & Ibrahim [65] apply the same concept but they act only over a single \textit{lsb} (right next to the marked).

On the other hand, to avoid violating the database constraints we work with transactions using the classic blocks of commit-rollback for the case the operation requires to be reversed due to some violations of the constraints. In that way, we are also keeping the semantic of the data despite the modifications in the marking process.

The last consideration is to allow users (if they desire) to indicate the maximum amount of allowed error for each attribute considered in the list of attributes available for marking. This value will be a percentage of the attribute value before to be marked. In case of exceeding the maximum allowed error, the data owner can try watermarking the relation using different parameters. Also, a general amount of maximum allowed error is indicated to control the relation distortion as a whole.

4. **Experimental Results**

The conducted experiments were performed using the same dataset that Sun et al. [71] and Sardroudi & Ibrahim [65] used in their experiments since we are comparing our results against theirs. We used the \textit{Forest Cover Type} relational dataset [23] available for public download. This dataset has 581,012 tuples with 54 attributes, we are using a subset of the original data with 30,000 tuples and 10 numeric attributes. We are also using the Universiti Teknologi Malaysia (UTM) logo with size of 82*80 pixels as image with one bit per pixel (see Figure 12 a)).
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\textbf{Figure 12.} Samples of the images from the experiments.

The implementation of our proposal consists of a software with client-server architecture. The client application was implemented using Java 1.8 as the programming language and Eclipse Mars.1 as Integrated Development Environment (IDE). The server technology was Oracle Database 12c with Oracle SQL Developer as Database Management Interface. The metric used for evaluating and comparing the results so far is the Correction Factor (CF), which compares each pixel values of the
embedded image against the extracted one using the exclusive or operator and the negation of extracted pixels. The maximum value of this metric is 100 and it means an exact similarity of the two images. It excludes from the operation the missed pixels [65]. (See Formula 1)

\[
CF = \frac{\sum_{i=1}^{x} \sum_{j=1}^{y} (Img_{ori}(i,j) \oplus Img_{ext}(i,j))}{x \cdot y} \cdot 100\% 
\] (1)

To avoid visual confusion and appreciating better the CF obtained values, we assume ‘Virtual Value’ to the missed pixels. Since our image is binary (in black and white), we do not assign any of these values but the red color (see Figure 12 b)), in that way it is clearer the distortion caused in the extracted image. Also, assigning the ‘Virtual Value’ may be useful for recognizing better images. For example, Figure 13 a) shows an image with missed pixels due to tuple deletion attacks, its CF is lower than the image of Figure 13 b) (noisy image due to an aggressive tuple addition attack) even so, for human appreciation is more similar to the original embedded image.

![False color role in the image appreciation.](image)

**Figure 13.** False color role in the image appreciation.

### 4.1 Watermark Capacity

The first feature of the proposed WM technique that is analyzed is the capacity. It is worth to remember that in DB watermarking schemes, it is common not to include the whole images as a WM but a part of it. So, we consider a higher number of pixels of the image than any other proposed technique for the WM generation, using a random method (see Figure 14).
A higher value of AF (AF = 9) guarantees almost (a little higher percentage) the same results of the considered pixels for the WM generation than the proposal of Sardroudi & Ibrahim [65]. When the AF value decreases, the number of embedded pixels increases, and when TF = 1, almost all pixels are considered. To avoid data quality degradation, we consider the parameters combination that allows the WM identification even when not all pixels are embedded. Table 3 shows the extracted image and its corresponding CF according to different parameters used for the WM embedding.

Figure 14 and Table 3 give a clear idea of the minimum number of pixels required for embedding, avoiding to mark a high number of attributes for not compromising the usability of the data and still so, have a clear detection of the WM. Even so, it is important to understand that embedding a higher number of pixels guarantees the robustness of the WM against malicious attacks and benign updates.
4.2 Robustness Analysis

The experiments carried out for the robustness analysis were focused on the \textit{Subset} and \textit{Superset} Attacks. The results show the resiliency of our proposal against malicious modifications. Figures 15-18 show how even for a high percentage of alterations of the watermarked data, the WM can remain. It is important to understand that in some cases (e.g. \textit{Tuple Addition}) the attacker may not try to modify the data with the same or higher severity that we do in our experiments. That would compromise the data quality and would make it useless for his purposes, even so, we stress the WM detection for some cases to see if it could be extracted and identified anyway.

For the \textit{Tuple Addition Attack} (see Figure 15) the WM is easy to identify despite the addition of even 200\% of new tuples with values generated randomly inside the set and domain of the original values. For TF = 1 (highly aggressive of the embedding), using different values of the AF, our technique guarantees a better resilience than Sardroudi & Ibrahim (see Figure 15 a)) work. Even so, the main tendency is the degradation of the WM as the number of added tuples increases.

For TF = 40 (less aggressive embedding), the CF is close to the obtained for Sardroudi & Ibrahim in the case of AF = 9, but for other cases it improves the WM recognition (see Figure 15 b)). Despite the low values of the CF, the main tendency of the WM here is to improve in a discrete way.
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\caption{CF for tuples addition attack.}
\end{figure}

Considering that a TF of 40 is not an aggressive embedding, it is interesting to know at which level the embedding can be conducted to get better parameters, avoiding a high data distortion. And even guaranteeing that tuple addition attacks, far for compromising the WM, it contributes to its enhancement thanks to the random nature of the attacks and the majority voting used in the extraction.
process. Figure 16 shows the tendencies of the WM using different TF for the case of AF=7 (low embedding degree at attribute level). From this experiment, it is observed that the value of TF that may guarantee a change in the negative impact of the *Tuple Addition Attack* is between 5 and 10.

For the *Tuple Deletion Attacks* (see Figures 17 and 18), the WM degradation is directly linked to the TF and AF values. For example, for TF=1 (see Figure 17) there is a high resilience of the WM. The different AF always guarantees a high CF. The WM detection problem begins when the dropped tuples are more than the 90%, but in this case, the data usability is completely lost.

For the case of TF=5 (see Figure 18 a)), the Tuple Deletion Attack starts to compromise the WM recognition with a lower modification than the used in the case of TF=1, but the WM still can be recognized adding the false value for the missed pixels. According to the Table 3, even for a CF of 35, if the low value is due to missed values, the WM can be identified. So, the key value for
compromising the WM robustness drops between the 60% and 70% of the tuples. That compromises the usability of the watermarked data once more, considering losing more than 50% of the information.

Finally, for the case of the highest value of TF according to our experiments (see Figure 18 b)), the WM is seriously compromised. Here, a limit is clearly appreciated for the low change due to embedding. So, if the data owner wants to guarantee the resilience of the WM against the Tuple Deletion Attack, he must consider a TF value lower than 40.

5. Conclusions

Designing a distortion-based robust watermarking technique for RD that guarantees the WM persistence despite benign updates and malicious attacks without compromising the data usability is a non-trivial activity. It is required to randomly embed each mark composing the WM several times with no dependence of the data to be marked and controlling the distortion in the process. Defined RDB constrains must not be violated as well as the semantic defined over the DB.

IBW schemes have emerged as a promising alternative to embed small WMs on RD, allowing the redundant embedding and guaranteeing the reconstruction of the signal after their extraction. Binary images are even better considering the simplicity of the signal and the existence of techniques for improving it in case of noise addition. Yet, there are limitations still unsolved, that in our opinion, not all the data capacity for embedding the marks is used. Also, most techniques depending on the relation PK, qualified as robust, have not been tested against important types of attacks.
Preliminary results show that it is possible to increase the WM capacity without necessarily compromising the data usability. On the other hand, using the right parameters allows to embed a low-level distortion WM that far from being compromised it is discretely benefited from addition tuple attacks. For example, marking only 13% of the attributes and under a severe attack of 100% of tuples addition, 96% of the watermark can be extracted. Also, while previous techniques embed up to 61% of the watermark, for the same conditions we guarantee embedding 99.96% of the marks using random selection.
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