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Abstract

Most of traditional text categorization approaches utilize term frequency (tf) and

inverse document frequency (idf) for representing importance of words and/or terms in

classifying a text document. This paper describes an approach to apply term distribu-

tions, in addition to tf and idf, to improve performance of centroid-based text cate-

gorization. Three types of term distributions, called inter-class, intra-class and

in-collection distributions, are introduced. These distributions are useful to increase

classification accuracy by exploiting information of (1) term distribution among classes,

(2) term distribution within a class and (3) term distribution in the whole collection of

training data. In addition, this paper investigates how these term distributions con-

tribute to weight each term in documents, e.g., a high term distribution of a word

promotes or demotes importance or classification power of that word. To this end,

several centroid-based classifiers are constructed with different term weightings. Using

various data sets, their performances are investigated and compared to a standard

centroid-based classifier (TDIDF) and a centroid-based classifier modified with infor-

mation gain. Moreover, we also compare them to two well-known methods: k-NN and

na€ııve Bayes. In addition to a unigram model of document representation, a bigram

model is also explored. Finally, the effectiveness of term distributions to improve

classification accuracy is explored with regard to the training set size and the number of

classes.
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1. Introduction

With the fast growth of online text information, there has been extreme need

to find and organize relevant information in text documents. For this purpose,

it is known that automatic text categorization (also known as text classification)

becomes a significant tool to utilize text documents efficiently and effectively.

As an application, it can improve text retrieval as it allows find class-based

retrieval instead of full retrieval. Given statistics acquired from a training set of

labeled documents, text categorization is a method to use these statistics to
assign a class label to a new document. In the past, a variety of classification

models were developed in different schemes, such as probabilistic models (i.e.,

Bayesian classification) [1,2], decision trees and rules [3], regression models

[4,5], example-based models (e.g., k-nearest neighbor or k-NN) [5–8], linear

models [9–12], support vector machine [5,13,14], neural networks [15] and so

on. Among these methods, a variant of linear models called a centroid-based

model is attractive since it has relatively less computation than other methods

in both the learning and classification stages. The traditional centroid-based
method [16], can be viewed as a specialization of so-called Rocchio method [9]

and used in several works on text categorization [10,11,17,18]. Based on the

vector space model, a centroid-based method computes beforehand, for each

class (category), an explicit profile (or class prototype), which is a centroid

vector for all positive training documents of that category. The classification

task is to find the most similar class to the vector of the document we would

like to classify, for example by the means of cosine similarity. Despite the less

computation time, centroid-based methods were shown in several literatures
including those in [9,12,16–19], to achieve relatively high classification accu-

racy. In a centroid-based model, an individual class is modeled by weighting

terms appearing in training documents assigned to the class. This makes

classification performance of the model strongly depend on the weighting

method applied in the model. Most previous works of centroid-based classi-

fication focused on weighting factors related to frequency patterns of words or

documents in the class. Moreover, they are often obtained from statistics

within a class (i.e., positive examples of the class). The most popular factors are
term frequency (tf) and inverse document frequent (idf). Even some previous

works, such as those in [10,11], attempted to apply negative examples in term

weighting, they are derived from frequency-based factors. In contrast to pre-

vious approaches, this paper proposes a novel approach to consider both

positive and negative examples by means of term distribution factors that
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enable the consideration of information inside and outside a class in a classi-

fication process.

In this paper, term distributions are shown to be useful in improving clas-

sification accuracy. Three types of term distributions, called inter-class, intra-
class and in-collection distributions, are introduced. These distributions are

expected to increase the classification accuracy by exploiting information of (1)

term distribution among classes, (2) term distribution within a classes and (3)

term distribution in the whole collection of training data. They are used to

represent importance or classification power to weight that term in a docu-

ment. Another objective of this paper is to investigate the pattern of how these

term distributions contribute to weight a term in documents. For example, high

term distribution of a word (or term) should promote or demote importance of
that word. To this end, several centroid-based classifiers are constructed with

different term weightings. Using various data sets, their performances are in-

vestigated and compared to a standard centroid-based classifier (tf � idf) and a

variant of centroid-based classifier where tf � idf is modified with a popular

feature goodness criterion called information gain. We also compare them to

two well-known methods: k-NN and na€ııve Bayes. In addition to a unigram

model of document representation, a bigram model is also explored. By the

modified models, the effectiveness of term distributions to classification accu-
racy is also investigated. In the rest of this paper, Section 2 gives a formal

description of the classification task. Section 3 presents centroid-based text

categorization in three aspects: representation basics, class prototype con-

struction and classification execution. The proposed term distributions for

term weighting are given in Section 4. The data sets and experimental settings

are described in Section 5. In Section 6, experimental results using four data

sets are given. Section 7 provides discussion and some related works. A con-

clusion is made in Section 8.
2. Definition of text classification task

Text categorization or text classification (TC) is a task of assigning a
Boolean value to each pair hdj; cki 2 D� C, where D ¼ fd1; d2; . . . ; djDjg is a

domain of documents and C ¼ fc1; c2; . . . ; cjCjg is a set of predefined categories.

A value of T (i.e., true) is assigned to hdj; cki when the document dj is deter-

mined to belong to the category ck. On the other hand, a value of F (i.e., false)

is assigned to hdj; cki when the document dj is determined not to belong to the

category ck. In general, text classification is composed of two main phases,

called model training phase and classification phase. In the training phase, the

task is to approximate the unknown target function U : D� C ! fT ; F g that
describes how documents should be classified. Based on a training set, a
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function ÛU called the classifier (also called rule, hypothesis, or model) is ac-

quired as the result of approximation. A good classifier is a model that coin-

cides with the target function as much as possible.

The TC task discussed above is general. Anyway, there are some addi-
tional factors or constraints possible for this task. They include single-label

vs. multi-label, category-pivoted vs. document-pivoted and hard vs. ranking

classification. Single-label classification assigns exactly one category to each

dj 2 D while multi-label classification may give more than one categories to

the same dj 2 D. A special case of single-label TC is binary TC where each

dj 2 D must be assigned either to category ck or to its complement :ck. From
the pivot aspect, there are two different ways of using a text classifier. Given

dj 2 D, the task to find all the ck 2 C that the document dj belongs to is called
document-pivoted classification. Alternatively, given ck 2 C, the task to find

all the dj 2 D that the document dj belongs to is named category-pivoted

classification. This distinction is more pragmatic than conceptual and it oc-

curs when the sets C and D might not be available in their entirety right from

the scratch. Lastly, hard categorization is to assign T or F decision for each

pair hdj; cki while ranking categorization is to rank the categories in C ac-

cording to their estimated appropriateness to dj, without taking any hard

decision on any of them. The task of ranking categorization is to approxi-
mate the unknown target function U : D� C ! fT ; F g by generating a clas-

sifier ÛU : D� C ! ½0; 1� that matches with the target function as much as

possible. The result is to assign a number between 0 and 1 to each pair

hdj; cki. This number represents the likelihood the document dj is classified

into the category ck. Finally, for each dj 2 D, a ranked list of categories is

obtained. This list would be of great help to a human expert in charge of

taking the final categorization decision. By these definitions, the focused task

in this work is evaluated as single-label, category-pivoted and hard classifi-
cation.
3. Centroid-based text categorization

In centroid-based text categorization, an explicit profile of a class (also

called a class prototype) is calculated and used as the representative of all

positive documents of the class. The classification task is to find the most

similar class to the document we would like to classify, by way of comparing

the document with the class prototype of the focused class. This approach is

characterized by at least three factors; (1) representation basics, (2) class pro-

totype construction: term weighting and normalization, and (3) classification

execution: query weighting and similarity definition. Their details are described
in the rest of this section.
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3.1. Representation basics

The frequently used document representation in IR and TC is the so-called

bag of words (BOW) where words in a document are used as basics for rep-
resenting that document. There are also some works that use additional in-

formation such as word position [20] and word sequence [21] in the

representation. In the centroid-based text categorization, a document (or a

class) is represented by a vector using a vector space model with BOW [22–24].

In this representation, each element (or feature) in the vector is equivalent to a

unique word with a weight. The method to give a weight to a word is varied

work by work as described in the following section. In a more general

framework, the concept of n-gram can be applied. Instead of a single isolated
word, a sequence of n words will be used as representation basics. In several

applications, not specific for classification, the most popular n-grams are 1-

gram (unigram), 2-gram (bigram) and 3-gram (trigram). Alternatively, the

combination of different n-grams, for instance the combination of unigram and

bigram, can also be applied. The n-grams or their combinations form a set of

so-called terms that are used for representing a document. Although a higher-

gram provides more information and this may effect in improving classification

accuracy, more training data and computational power are required. There-
fore, unigram and bigram are considered in this work.
3.2. Class prototype construction: term weighting and normalization

Once we obtain a set of terms in a document, it is necessary to represent

them numerically. Towards this, term weighting is applied to set a level of

contribution of a term to a document. In the past, most of existing works

[2,5,8,12,22] applied term frequency (tf) and inverse document frequency (idf)

in the form of tf � idf for representing a document. In the vector space model,

given a set of documents D ¼ fd1; d2; . . . ; djDjg, a document dj is represented by

a vector ~ddj ¼ fw1j;w2j; . . . ;wmjg, where wij is a weight assigned to a term ti in
the document. Here, assume that there are m unique terms in the universe. The

tf � idf representation of the document is defined as follows.
~ddj ¼

w1j

w2j

..

.

wmj

2
6664

3
7775 ¼

tf1j � idf1
tf2j � idf2

..

.

tfmj � idfm

2
6664

3
7775 ð1Þ
In this definition, tf ij is term frequency of a term ti in a document dj and idf i is

defined as logðjDj=df iÞ. Here, jDj is the total number of documents in a col-

lection and df i is the number of documents, which contain the term ti. Three
alternative types of term frequency [22] are (1) occurrence frequency, (2)
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augmented normalized term frequency and (3) binary term frequency. The

occurrence frequency, the simplest and intuitive one, corresponds to the

number of occurrence of the term in a document. The augmented normalized

term frequency is defined by 0:5þ 0:5� tf=tfmax where tf is the occurrence
frequency and tfmax is the maximum term frequency in a document. This

compensates for relatively high term frequency in the case of long documents.

It works well when there are many technical meaningful terms in docu-

ments. The binary term frequency is nothing more than 1 for presence and 0

for absence of the term in the document. Term frequency alone may not be

enough to represent the contribution of a term in a document. To achieve a

better performance, the well-known inverse document frequency can be ap-

plied to eliminate the impact of frequent terms that exist in almost all docu-
ments.

Besides term weighting, normalization is another important factor to rep-

resent a document or a class. Without normalization, the classification result

will strongly depend on the document length. A long document takes two

advantages over a short document since it may include higher term frequencies

and more unique terms in document representation [24]. The higher term

frequency of a long document will increase the average contribution of its

terms to the similarity between the document and the query. More unique
terms also increase the similarity and chances of retrieval of longer documents

in preference over shorter documents. To solve this issue, normally all relevant

documents should be treated as equally important for classification or retrieval.

Normalization by document length is incorporated into term weighting for-

mula to equalize the length of document vectors. Although there are several

normalization techniques including cosine normalization [12,17,18] and byte

length normalization [23], the cosine normalization is the most commonly used.

It can solve the problem of overweighting due to both higher term frequency
and more unique terms. The cosine normalization is done by dividing all ele-

ments in a vector with the length of the vector, that is
ffiffiffiffiffiffiffiffiffiffiffiffiP

i w
2
i

p
where wi is the

weight of the term ti before normalization.

Given a class ck with a set of its assigned documents, there are two possible

alternatives to create a class prototype. One is to normalize each document

vector in a class before summing up all document vectors to form a class

prototype vector [16] (normalization then merging). The other is to sum up all

document vectors before normalizing the result vector (merging then normal-
ization). The latter one is also called a prototype vector [12]. Both methods

obtain high classification accuracy with small time complexity. In our work, we

used the latter method, i.e., merging then normalization. The class prototype

can be derived as follows. Let Ck ¼ f~dd j~dd is a document vector belonging

to the class ckg be a set document vectors assigned to the class ck. Here, a class

prototype ~cck is obtained by summing up all document vectors in Ck and then

normalizing the result by its size as follows.
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~cck ¼
P

~ddj2Ck
~ddjP

~ddj2Ck
~ddj

��� ��� ð2Þ
3.3. Classification execution: query weighting and similarity definition

The last but not least important factors are query weighting and similarity

definition. For query weighting, term weighting described above can also be
applied to a query or a test document (i.e., a document to be classified). The

simple term weighting for a query is tf � idf. In the same way as class pro-

totype construction, there are three possible types of term frequency: occur-

rence frequency, augmented normalized term frequency and binary term

frequency. Once a class prototype vector and a query vector have been con-

structed, the similarity between these two vectors can be calculated. The most

popular one is cosine distance [22,23]. This similarity can be calculated by the

dot product between these two vectors. Therefore, the test document (d t) will
be assigned to the class C0 whose class prototype vector is the most similar to

the query vector (~dd t) of the test document.
C0 ¼ argmax
Ck2C

sinð~dd t;~cckÞ ð3Þ

¼ argmax
Ck2C

cosð~dd t;~cckÞ ð4Þ

¼ argmax
Ck2C

~dd t �~cck
k~dd tkk~cckk

ð5Þ

¼ argmax
Ck2C

~dd t �~cck ð6Þ
Here, as stated before, k~cckk is equal to 1 since the class prototype vector has

been normalized. Moreover, the normalization of the test document has no

effect on ranking. Therefore, the test document is assigned to the class when the

dot product of the test document vector and the class prototype vector achieves
its highest value.
4. Term distributions

In the previous section, term weighting is designed on frequency patterns of

words or documents in the class. This section illustrates the way to apply term

distributions, using two basic questions: which term distributions are useful for

exploiting different types of information in the training set and how they

contribute to weighting terms. Their details are described separately in different
subsections shown below.
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4.1. Term distributions

Towards the first question, we need to figure out what are the characteristics

of terms that are significant for representing a document or a class. In general,
we can observe that a significant term shares some of the following properties.

• It should appear frequently in a certain class.

• It should appear in few documents.

• It should not distribute very differently among documents in the whole col-

lection.

• It should distribute very differently among classes.

• It should not distribute very differently among documents in a class.

The first and second items can be coped by the conventional term frequency

and inverse document frequency, respectively. However, for the rest, it is

necessary to use distribution (relative information) instead of frequency (ab-

solute information). Distribution related information that we can exploit in-

cludes distributions of terms among classes, within a class and in the whole

collection. Three kinds of this information can be defined as inter-class stan-

dard deviation (icsd), class standard deviation (csd) and standard deviation
(sd). Let tf ijk be term frequency of the term ti of the document dj in the class ck.
The formal definitions of icsd, csd and sd are given below.
icsdi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
k tf ik �

P
k
tf ik

jCj

� �2
jCj

vuuut
ð7Þ

csdik ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
dj2Ck

½tf ijk � tf ik�2

jCkj

s
ð8Þ

sdi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
k

P
dj2Ck

tf ijk �
P

k

P
dj2Ck

tf ijkP
k
jCk j

� �2
P

k jCkj

vuuuut ð9Þ
where
tf ik ¼
P

dj2Ck
tf ijk

jCkj
is an average term frequency of the term ti in all documents within the class ck,
jCj is the number of classes and jCkj is the number of documents in the class ck.
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Inter-class standard deviation icsdi: The inter-class standard deviation icsdi

of a term ti is calculated from a set of average frequencies tf ik, each of which is

gathered from each class ck. This deviation is an inter-class factor. Therefore,

icsd for a term is independent of classes. A term with a high icsd distributes
differently among classes and should have higher discriminating power for

classification than the others. This factor promotes a term that exists in almost

all classes but its frequencies for those classes are quite different. In this situ-

ation, the conventional factors tf and idf are not helpful.

Class-standard deviation csdik: The class standard deviation csdik of a term ti
in a class ck is calculated from a set of term frequencies tf ijk, each of which

comes from term frequency of that term in a document in the class. This de-

viation is an intra-class factor. Therefore, csds for a term vary class by class.
Different terms may appear with quite different frequencies among documents

in the class. This difference can be alleviated by the way of this deviation. A

term with a high csd will appear in most documents in the class with quite

different frequencies and should not be a good representative term of the class.

A low csd of a term may be triggered by either of the following two reasons.

The occurrences of the term are nearly equal for all documents in the class or

the term rarely occurs in the class.

Standard deviation sdi: The standard deviation of a term ti is calculated from
a set of term frequencies tf ijk, each of which comes from term frequency of that

term in a document in the collection. The deviation is a collection factor.

Therefore, sd for a term is independent of classes. Different terms may appear

with quite different frequencies among documents in the collection. This dif-

ference can be also alleviated by the way of this deviation. A term with a high

sd will appear in most documents in the collection with quite different fre-

quencies. A low sd of a term may be caused by either of the following two

reasons. The occurrences of the term are nearly equal for all documents in the
collection or the term rarely occurs in the collection.
4.2. Enhancement of term weighting using term distributions

The second question is how the above-mentioned term distributions con-

tribute to term weighting. The term distributions, icsd, csd and sd, can enhance

the performance of a centroid-based classifier with the standard weighting

tf � idf. They can involve in either of the following two forms: these distri-
butions should act as a promoter (multiplier) or a demoter (divisor) and how

strong they affect the weight. To grasp these characteristics, term weighting can

be designed using the following skeleton.
wik ¼ tf ik � idf i � TDFik ð10Þ

TDFik ¼ icsda � csdb � sdc ð11Þ
i ik i
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Here, wik is a weight given to the term ti of the class ck. The TDFik involves with

term distributions. The parameters a, b and c are numeric values used for

setting the contribution levels of icsd, csd and sd to term weighting, respec-

tively. For each parameter, a positive number means the factor acts as a
promoter while a negative one means the factor acts as a demoter. Moreover,

the larger a parameter is, the more the parameter contributes to term weighting

as either a promoter or a demoter.
5. Data sets and experimental settings

5.1. Data sets and preprocessing

Four data sets are used in the experiments: (1) Drug Information (DI), (2)

Newsgroups (News), (3) WebKB1 and (4) WebKB2. The first data set, DI is a

set of web pages collected from www.rxlist.com. It includes 4480 English web

pages with seven classes: adverse drug reaction, clinical pharmacology, de-

scription, indications, overdose, patient information, and warning. Each web

page in this data set consists of informative content with a few links. Its

structure is well organized. The second data set, Newsgroups contains 19,997

documents. It was used in many literatures, such as [25–27]. The articles are
grouped into 20 different UseNet discussion groups. In this data set, some

groups are very similar. The third and fourth data sets are constructed from

WebKB containing 8145 web pages. Recently, it has frequently been used in

several works, including those in [28,29]. These web pages were collected from

departments of computer science from four universities with some additional

pages from some other universities. The collection can be arranged to seven

classes. In our experiment, we use the four most popular classes: student,

faculty, course and project as our third data set called WebKB1. The total
number of web pages is 4199. Alternatively, this reduced collection can be

rearranged into five classes by university (WebKB2): cornell, texas, washington,

wisconsin and misc (collected from some other universities). The pages in

WebKB are varied in their styles, ranging from quite informative pages to

link pages. Table 1 indicates the major characteristics of the data sets. More
Table 1

Characteristics of the four data sets

Data sets DI News WebKB1 WebKB2

1. Type of docs HTML Plain Text+Header HTML HTML

2. No. of docs 4480 19,997 4199 4199

3. No. of classes 7 20 4 5

4. No. of docs/class 640 1000 Varied Varied

http://www.rxlist.com


Table 2

The distribution of the documents in WebKB1 and WebKB2

WebKB1 WebKB2 Subtotal

Cornell Texas Wash Wisc Misc

Course 44 38 77 85 686 930

Faculty 34 46 31 42 971 1124

Project 20 20 21 25 418 504

Student 128 148 126 156 1083 1641

Subtotal 226 252 255 308 3158 4199
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detail about the document distribution of each class in WebKB is shown in

Table 2.

For the HTML-based data sets (i.e., DI and WebKB), all HTML tags are

eliminated from the documents in order to make the classification process

depend not on tag sets but on the content of web documents. By the similar

reason, all headers are omitted from Newsgroups documents, the e-mail-based

data set. For all data sets, a stop word list is applied to take away some

common words, such as a, for, the and so on, from the documents. This means
when a unigram model is occupied, a vector is constructed from all features

(words) except stop words. In the case of a bigram model, after eliminating

stop words, any two contiguous words are combined into a term for the rep-

resentation basic. Moreover, we ignore terms occurring less than three times in

this case.
5.2. Experimental settings

The following five experiments are performed. The first experiment aims to

investigate the effect of a single term distribution on accuracy improvement of a

standard centroid-based classifier. Only one term distribution factor is added,

in turn, to the standand tf � idf as either a multiplier (for promoting) or a

divisor (for demoting). The representation basic applied is a unigram model. In

the second experiment, multiple term distribution factors are combined in

different manners, and the efficiencies of these combinations are evaluated. At
this step, we call the classifiers that incorporate term distribution factors in

their weighting, term-distribution-based centroid-based classifiers (later called

TCBs). As the third experiment, top 10 TCBs obtained from the second ex-

periment are selected for investigating the effect for term distribution factors in

different types of frequency-based factor in query weighting in both unigram

and bigram models. Three types of query weighting are investigated: term

frequency, binary and augmented normalized term frequency. In this experi-

ment and the latter, the TCBs will be compared to a number of well-known
methods as a baseline for comparison: a standard centroid-based classifier (for
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short, SCB), a centroid-based classifier modified the term weighting with in-

formation gain (for short, SCB�IG), k-NN and na€ııve Bayes (for short, NB). In

the fourth experiment, we study the effect of the size of training sets on clas-

sification accuracy with term distribution weighting. In the last experiment, the
WebKB data set is arranged into 20 groups (WebKB12) based on the com-

bination of topics and universities. This experiment investigates the perfor-

mance of TCBs when more classes are provided while retaining the same

number of documents. The number of documents per class is naturally smaller

than those of WebKB1 and WebKB2. In all experiments except the fourth one,

a data set is split into two parts: 90% for the training set and 10% for the test

set. In the fourth experiment, since the objective is to investigate the effect of

training set size, we fix the size of a test set to 10% of the whole data set but
vary the size of a training set from 10% to 90%. All experiments perform 10-

fold cross validation.

One of the most important factors towards the meaningful evaluation is the

way to set classifier parameters. Parameters that are applied to these classifiers

are determined by some preliminary experiments. For SCB, we apply the

standard term weighting, tf � idf. For SCB�IG, a term goodness criterion

called information gain (IG) (see Appendix A) is applied for adjusting the

weight in SCB, resulting in tf � idf � IG. The k values in k-NN are set to 20 for
DI, 30 for Newsgroups and 50 for both WebKB1, WebKB2 and WebKB12.

Moreover, term weighting used in k-NN is ð0:5þ 0:5� tf=tfmaxÞ � idf where

tfmax is the maximum term frequency in a document. The k and this term

weighting performed well in our pretests. For NB, two possible alternative

methods to calculate the posterior probability P ðtijckÞ are binary frequency and

occurrence frequency. The occurrence frequency is selected for comparison

since it outperforms the binary frequency. Except the third and fifth experi-

ments, the query weighting for TCBs is tf � idf by default. As the performance
indicator, classification accuracy is applied. It is defined as the ratio of the

number of documents assigned with their correct classes to the total number of

documents in the test set.
6. Experimental results

6.1. Effects of single additional term distribution factors

In the first experiment, three term distribution factors, i.e., icsd, csd and sd

are individually evaluated by adding each term factor one by one to the

standard tf � idf. For clarity, individual tf and idf are also evaluated. The

representation basic applied is a unigram model. The query weighting is

tf � idf. The result is shown in Table 3. The bold indicates term weightings,
which achieve a higher performance than tf � idf.



Table 3

The effect of single additional term distribution factors to tf � idf

Methods DI News WebKB1 WebKB2 Avg.

tf 70.33 71.88 62.25 65.80 67.57

idf 44.26 74.13 39.41 22.46 45.07

tf � idf (SCB) 91.67 74.76 77.71 88.76 83.23

tf � idf � csd 69.26 58.48 55.63 42.58 56.49

tf � idf=csd 90.87 82.53 76.87 60.75 77.76

tf � idf � icsd 84.49 56.70 54.42 88.86 71.11

tf � idf=icsd 72.54 80.99 50.32 24.20 57.01

tf � idf � sd 77.28 57.69 48.75 49.11 58.21

tf � idf=sd 88.55 82.70 73.45 90.71 83.85
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The result shows that the standard tf � idf (SCB) performs better than both

tf and idf. Although a single term distribution factor may improve classifica-

tion accuracy for some data sets and the tf � idf/sd performs slightly better

than SCB on average, unfortunately there is no single term distribution factor

that significantly improves average accuracy over the standard tf � idf for all

data sets. An interesting phenomenon we can observe in this experiment is that

term distribution factors have some effects on classification accuracy in either

roles of promoting or demoting the weight. It is quite clear that sd and csd
should act as a demoter (divisor) than a promoter (multiplier) while icsd may

work as a promoter.
6.2. Effect of multiple term distribution factors

This experiment investigates the combination of term distribution factors in

improving the classification accuracy. Although the previous experiment sug-

gests the role of each term distribution factor, all possible combinations are

explored in this experiment. Two following issues are taken into account: (1)

which factors are suitable to work together and (2) what is the appropriate

combination of these factors. To the end, we perform all combinations of icsd,

csd and sd by varying the power of each factor between )1 and 1 with a step of
0.5 and using it to modify the standard tf � idf. At this point, a positive

number means the factor acts as a promoter while a negative one means the

factor acts as a demoter. The total number of combinations is 125 (¼ 5 · 5 · 5).
These combinations include tf � idf and six single-factor term weightings. By

the result, we find out that there are only 19 patterns giving better performance

than tf � idf. The 20 best (top 20) and the 20 worst classifiers, according to

average accuracy on the four data sets, are selected for evaluation. Table 4––

panel A (panel B) shows the number of the best (worst) classifiers for each
power of icsd, csd and sd. Moreover, the numbers in parentheses show

the numbers of the top 10 classifiers for each power. For more detail, the



Table 4

Descriptive analysis of term distribution factors with different power of each factor. Panel A: the

best 20 and panel B: the worst 20 (best 10 and worst 10 in parenthesis)

Term distribution

factors

Power of the factor Total methods

)1 )0.5 0 0.5 1

Panel A

icsd 0(0) 0(0) 6(2) 9(5) 5(3) 20(10)

csd 5(4) 7(4) 6(2) 2(0) 0(0) 20(10)

sd 9(4) 7(4) 4(2) 0(0) 0(0) 20(10)

Panel B

icsd 6(1) 3(1) 3(2) 3(3) 5(3) 20(10)

csd 4(0) 0(0) 1(0) 6(2) 9(8) 20(10)

sd 1(0) 1(0) 1(0) 6(3) 11(7) 20(10)
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characteristics and performances of the top 20 term weightings are shown in

Table 5.

Table 4(panel A) provides the same conclusion as the result obtained from

the first experiment. That is, sd and csd are suitable to be a demoter rather than

a promoter while icsd performs opposite. There are almost no negative results,

except csd, and it is more obvious in the case of the top 10. On the other hand,

Table 4(panel B) shows that the performance is low if sd and csd are applied as

a promoter. However, it is not clear whether using icsd as a demoter harms the
performance. Table 5 also emphasizes the classifiers that outperform the

standard tf � idf in all four data sets, with a mark ��’. Here, there are nine

classifiers that are raised up. This fact shows that there are some common term

distributions that are useful generally in all data sets.

The best term distribution in this experiment is sqrtðicsd=ðcsd� sdÞÞ. That
is, the powers are 0.5 for icsd, and )0.5 for both csd and sd. However, it is

observed that the appropriate powers of term distribution factors depend on

some characteristics of data sets. For instance, when the power of csd changes
from )0.5 to )1.0 (TCB1 to TCB3 in Table 5), the performances for DI and

WebKB1 decrease but those for Newsgroups and WebKB2 increase. This

suggests that csd, a class dependency factor, is more important in Newsgroups

and WebKB2 than DI and WebKB1.

From another viewpoint, our proposed term distribution factors adjust term

weighting with two approaches: class dependence and class independence. As

class dependence approach, csd plays as a demoter and emphasizes terms that

occur with nearly equal in frequency within an individual class, as more im-
portant. As class independence approach, sd acts similarly to csd by promoting

terms that occurs almost equally in every document in a collection (not in a

certain class) or appears rarely in only few documents. Another class inde-

pendence factor is icsd. It performs as a promoter by stressing the terms that



Table 5

Classification accuracy of the 20 best term weightings

Methods Power of Sum of

power

Term weightings DI News WebKB1 WebKB2 Avg.

icsd csd sd

TCB1� 0.5 )0.5 )0.5 )0.5 tf� idf� sqrtðicsd=ðcsd� sdÞÞ 96.81 79.52 82.45 92.67 87.86

TCB2� 0.5 )1 0 )0.5 tf � idf� sqrtðicsdÞ =csd 95.16 79.73 81.90 93.17 87.49

TCB3� 0.5 )1 )0.5 )1 tf � idf� sqrtðicsdÞ= ðcsd�
sqrtðsdÞÞ

92.25 83.17 78.88 93.71 87.00

TCB4� 1 )0.5 )1 )0.5 tf � idf � icsd= ðsqrtðcsdÞ � sdÞ 96.65 77.70 82.90 90.21 86.87

TCB5� 0.5 0 )1 )0.5 tf � idf� sqrtðicsdÞ=sd 96.14 77.67 81.50 91.24 86.63

TCB6� 0.5 )0.5 )1 )1 tf � idf � sqrtðicsdÞ=
ðsqrtðcsdÞ � sdÞ

92.57 83.13 78.64 91.62 86.49

TCB7 1 )1 )1 )1 tf � idf � icsd =ðcsd� sdÞ 91.07 82.17 80.09 92.28 86.40

TCB8� 1 )1 )0.5 )0.5 tf � idf � icsd= ðcsd� sqrtðsdÞÞ 94.80 78.79 80.16 91.14 86.22

TCB9� 0 )0.5 0 )0.5 tf � idf=sqrtðcsdÞ 93.75 80.70 80.90 89.19 86.13

TCB10� 0 0 )0.5 )0.5 tf � idf=sqrtðsdÞ 92.90 78.97 79.11 92.86 85.96

TCB11 0.5 )0.5 0 0 tf � idf� sqrtðicsd=csdÞ 96.45 74.40 80.28 92.02 85.79

TCB12 0 )0.5 )0.5 )1 tf � idf =sqrtðcsd� sdÞ 90.56 83.08 76.28 92.40 85.58

TCB13 1 )0.5 )0.5 0 tf � idf � icsd= sqrtðcsd� sdÞ 96.18 71.49 80.81 89.76 84.56

TCB14 0.5 0 )0.5 0 tf � idf� sqrtðicsd=sdÞ 95.58 72.69 78.64 90.93 84.46

TCB15 0 0.5 )1 )0.5 tf � idf� sqrtðcsdÞ=sd 90.92 78.21 77.02 91.40 84.39

TCB16 0 0 )1 )1 tf � idf=sd 88.55 82.70 73.45 90.71 83.85

TCB17 1 0 )1 0 tf � idf � icsd=sd 96.00 69.76 79.95 89.50 83.80

TCB18 0.5 0.5 )1 0 tf � idf� sqrtðicsd� csdÞ=sd 93.95 71.73 78.45 90.24 83.59

TCB19 0.5 )1 )1 )1.5 tf � idf � sqrtðicsdÞ= ðcsd� sdÞ 90.67 82.09 70.64 90.64 83.51

SCB 0 0 0 0 tf � idf 91.67 74.76 77.71 88.76 83.23

V
.
L
ertn

a
ttee,

T
.
T
h
eera

m
u
n
k
o
n
g
/
In
fo
rm

a
tio

n
S
cien

ces
1
5
8
(
2
0
0
4
)
8
9
–
1
1
5

1
0
3



104 V. Lertnattee, T. Theeramunkong / Information Sciences 158 (2004) 89–115
appear very differently in terms of occurrence frequencies among several

classes. In order to grasp what important terms look like, we focus on only

class independence factors (i.e., icsd and sd), and list 30 terms with the highest

icsd=sd values for each data set. We also compare them to terms listed in order
of information gain as shown in Appendix B. We can observe that several

terms overlap between these two criteria. From this observation and the detail

given in Section 4, TCB1 is achieved the best performance due to icsd=sd which

sets the higher weight of the important terms. In addition, csd selects the terms

which frequently appear with nearly equal occurrences in term frequency as

more important terms.

6.3. Experiments with different query weightings, and unigram/bigram models

In this experiment, top 10 TCBs obtained from the previous experiment are

selected for exploring the effect for term distribution factors in different types of

query weighting in both unigram and bigram models. In this experiment, the

TCBs are compared to SCB, SCB�IG, k-NN and NB. Three types of query

weighting are investigated: term frequency (n), binary (b) and augmented

normalized term frequency (a). The simple query weighting (n) sets term fre-
quency (or occurrence frequency) tf as the weight for a term in a query. The

binary query weighting (b) sets either 0 or 1 for terms in a query. The aug-

mented normalized term frequency (a) defines 0:5þ 0:5� tf=tfmax as a weight

for a term in a query. This query term weighting is applied for all centroid-

based classifiers, i.e., TCBs, SCB and SCB�IG. Furthermore, the query term

weighting is modified by multiplying the original weight with inverse document

frequency (idf). The results for unigram and bigram models are shown in Table

6(panels A and B), respectively.
According to the results, we found out that the TCBs outperformed SCB,

SCB�IG, k-NN and NB for almost cases, in both unigram and bigram models,

independently of query weighting. Normally the bigram model gains better

performance than the unigram model. In the bigram, the term distributions are

still useful to improve classification accuracy. However, it is hard to determine

which query weighting performs better than the others but term distributions

are helpful for all types of query weighting. For SCB�IG, the accuracy on DI

significantly improves. However, a little bit lower performance than SCB on
average. The TCB1, TCB2 and TCB3 seem to achieve higher accuracy than the

others even TCB4 and TCB6 perform better in the bigram model for DI and

News, respectively.

6.4. Effect of training set size on classification accuracy

In this experiment, we evaluate the effect of training set size on the perfor-
mance of TCBs. First of all, the whole data set is spitted into two parts: 90%



Table 6

Accuracy of the top 10 TCBs with different types of query weight compared to SCB, SCB�IG, k-
NN and NB for (panel A) unigram and (panel B) bigram models

Methods DI News WebKB1 WebKB2

n b a n b a n b a n b a

Panel A (Unigram)

TCB1 96.81 97.86 97.81 79.52 79.66 79.78 82.45 84.66 84.59 92.67 90.83 91.43

TCB2 95.16 95.96 95.87 79.73 80.93 80.95 81.90 85.33 85.12 93.17 93.05 93.21

TCB3 92.25 92.90 92.90 83.17 83.44 83.64 78.88 82.62 82.14 93.71 92.47 92.95

TCB4 96.65 97.46 97.39 77.70 77.72 77.88 82.90 85.12 85.02 90.21 88.02 88.83

TCB5 96.14 97.25 97.21 77.67 78.16 78.14 81.50 83.54 83.26 91.24 89.16 89.76

TCB6 92.57 93.06 93.01 83.13 83.30 83.46 78.64 81.07 80.61 91.62 89.19 89.76

TCB7 91.07 92.10 92.08 82.17 82.95 82.95 80.09 83.83 83.54 92.28 90.52 90.93

TCB8 94.80 96.36 96.32 78.79 79.53 79.62 80.16 84.12 84.02 91.14 89.69 90.12

TCB9 93.75 94.62 94.55 80.70 80.83 80.91 80.90 83.19 82.95 89.19 91.21 91.07

TCB10 92.90 94.51 94.38 78.97 79.38 79.57 79.11 81.47 81.21 92.86 91.71 92.19

SCB 91.67 92.99 93.01 74.76 75.29 75.37 77.71 78.66 78.73 88.76 91.12 91.07

SCB�IG 96.19 97.43 97.39 60.83 59.31 60.40 75.02 78.78 78.26 90.26 89.59 89.95

k-NN 94.60 82.69 68.33 89.16

NB 95.00 80.82 81.40 87.45

Panel B (Bigram)

TCB1 98.73 99.35 99.35 81.83 82.37 82.36 84.19 86.71 86.35 93.88 93.36 93.43

TCB2 90.33 94.75 94.53 82.27 83.00 83.04 83.66 87.88 87.47 94.67 94.71 94.81

TCB3 97.90 99.24 99.22 85.15 85.20 85.24 82.47 85.69 85.26 95.52 94.98 95.19

TCB4 98.64 99.38 99.33 80.32 80.94 80.88 84.57 87.43 87.09 92.02 91.19 91.45

TCB5 98.04 98.68 98.68 81.22 81.94 81.91 83.40 85.76 85.43 92.74 92.17 92.36

TCB6 98.95 99.31 99.31 85.58 85.66 85.71 82.78 85.45 85.12 94.14 93.36 93.52

TCB7 85.25 90.13 89.71 84.80 84.98 84.92 82.88 86.78 86.31 94.05 93.47 93.57

TCB8 80.36 85.98 85.60 81.43 82.31 82.25 81.88 86.88 86.19 92.76 92.33 92.45

TCB9 98.42 98.93 98.91 82.77 83.05 83.01 82.47 85.16 84.76 93.81 94.88 94.88

TCB10 97.54 98.17 98.15 82.37 82.71 82.75 81.09 84.14 83.71 94.43 94.17 94.26

SCB 96.07 97.41 97.37 77.40 78.44 78.37 79.14 81.71 81.31 92.31 93.62 93.74

SCB�IG 97.83 99.00 98.88 62.50 61.82 62.50 76.07 80.50 80.23 92.24 92.97 93.02

k-NN 97.48 82.75 70.16 91.62

NB 96.76 82.83 82.21 94.02
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for the training set and 10% for the test set. We fix the size of a test set to 10%

of the whole data set but vary the size of a training set from 10% to 90%. For

comparison to the other methods, the best classifier TCB1 is chosen as the

representative of TCBs. The result is shown in Fig. 1.

The result shows that the TCB1 achieves higher classification accuracy than

SCB, SCB�IG, k-NN and NB on average even k-NN and NB perform a little

bit better than TCB1 for the News data set. When the full training set is used

(i.e., 0.9), TCB1, SCB, SCB�IG, k-NN and NB gains up to 87.86%, 83.23%,
80.57%, 83.69% and 86.17% on average, respectively. That is, the performance

gaps between TCB1 and the other approaches; SCB, SCB�IG, k-NN and NB
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Fig. 1. Effect of training set size on classification accuracy: (a) DI, (b) News, (c) WebKB1, (d)

WebKB2 and (e) average on the four data sets.
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are 4.64%, 7.30%, 4.17% and 1.70%, respectively. On the other hand, when the

training set is reduced down to 0.1 of the whole data set, they perform on

average 83.67%, 78.44%, 80.01%, 78.09% and 78.75%, respectively. That is,
TCB1 outperforms SCB, SCB�IG, k-NN and NB with gaps of 5.23%, 3.66%,

5.57% and 4.91%, respectively. The result from SCB�IG performs better than

other classifiers excepts TCB1 in a lower portion of training set size. This result

indicates that term distributions are useful for improving classification accu-

racy in both large and small training sets.
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6.5. Efficiency of TCBs with a larger number of classes

In this experiment, the WebKB data set is rearranged to form 20 classes

based on the combination of four topics (WebKB1) and five universities
(WebKB2). Intuitively, the classification task based on these fine-grained

classes is much more difficult than those for WebKB1 and WebKB2 shown in

the previous experiments due to the following two reasons. First, more classes

may confuse a classifier since some classes will look similar to the others.

Secondly, fewer training documents per class may cause the constructed class

prototypes not good enough to be a representative of all documents in the

class. The results are shown in Table 7.

From the result, we observe that the TCBs still outperform SCB, SCB�IG, k-
NN and NB even in the case of more classes. For unigram model, referring the

results of WebKB1 and WebKB2 in Table 6(panel A), we can observe that the

accuracy of k-NN and NB drops approximately 10.44% and 18.74%, respec-

tively, comparing with the harder case, i.e., WebKB1 while the accuracy of

SCB and TCBs decreases less than 10%. In the bigram model (Table 6(panel

B)), the accuracy of k-NN and NB drops 8.19% and 11.00% but all types of

centroid-based classifiers decreases approximately 7%. This fact indicates that

centroid-based classifiers gain more advantage than the other methods when
more classes exist. Moreover, TCBs still outperforms SCB and SCB�IG when

more classes and fewer documents per class are provided in classification.
Table 7

Classification accuracy of TCBs, SCB, k-NN and NB on WebKB with 20 classes

Methods Unigram Bigram

n b a n b a

TCB1 74.76 75.07 75.47 77.19 79.45 79.04

TCB2 71.33 76.00 75.78 76.52 81.09 80.57

TCB3 71.61 74.07 73.95 76.66 79.62 79.16

TCB4 73.69 73.85 73.95 76.35 78.54 78.35

TCB5 72.26 72.99 73.28 75.30 77.85 77.52

TCB6 70.52 71.38 71.42 76.09 78.11 78.09

TCB7 71.57 74.11 73.76 75.61 78.59 78.38

TCB8 71.73 75.73 75.38 75.40 80.54 80.02

TCB9 69.90 73.26 73.16 74.73 77.85 77.35

TCB10 68.78 71.37 71.49 73.18 76.33 75.42

SCB 67.28 69.47 69.80 71.68 74.64 74.54

SCB�IG 66.47 69.35 69.61 68.66 73.02 72.92

k-NN 57.89 61.97

NB 62.66 71.21
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6.6. Summary of experimental results

After investigating our approach in several environments using the four data

sets, we found that the proposed term distribution factors: icsd (inter-class
factor), csd (intra-class factor) and sd (collection factor) can improve classifi-

cation accuracy over the standard term weighing tf � idf. Although adding

only one term distribution factor (with power¼ 1 and )1) to the standard term

weighting tf � idf does not significantly improves the performance of a stan-

dard centroid-based classifier, some appropriate combinations of these term

distributions enable the constructed classifiers to clearly outperform the stan-

dard one. The first two experiments ensure that icsd should be a promoter

while sd and csd should be demoters. With different contribution levels ()1 to 1
with step 0.5), the only 19 out of 125 combinations outperform the standard

tf � idf. Among these combinations, nine patterns (i.e., TCB1 to TCB10 with

the exception of TCB7) performed better than tf � idf for all data sets. In the

third experiment, the top 10 classifiers (including all of these superior classi-

fiers) are compared to standard centroid-based classifiers with tf � idf and a

modified term weighting tf � idf � IG. Moreover, two popular methods: k-NN

and na€ııve Bayes are used. These 10 TCBs gain higher accuracy in both unigram

and bigram models and in all types of query weighting. While the bigram
model gives higher accuracy than the unigram, it is hard to specify which query

weighting performs better than the others. However, the results indicate that

the term distributions are useful for any kind of models and query weighting.

The last two experiments show that TCBs have robustness and scalability by

outperforming others classifiers even when the training sets are reduced and

there are more classes, each of which has fewer documents.
7. Discussion and related works

Term weighting plays an important role to achieve high performance in text

classification. In the past, most approaches [7,10,12,22,24,30] were proposed

using frequency-based factors, such as term frequency and inverse document

frequency, for setting weights for terms. In these approaches, the way to solve
the problem caused by the situation that a long document may suppress a short

document is to perform normalization on document vectors or class prototype

vectors. That is, a vector for representing any document or any class is

transformed into a unit vector the length of which equals to 1. In spite of this, it

is doubtful whether such frequency-based term weighting is enough to reflect

the importance of terms in the representation of a document or a class or not.

There were some works on adjusting weights using relevance feedback ap-

proach. Among them, two popular schemas are the vector space model and the
probalistic networks. For the vector space model, the Rocchio feedback model
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[9,31,32] is the most common used method. The method attempts to use both

positive and negative instances in term weighting. One can expect more effec-

tive profile representation generated from relevance feedback. For probabilistic

networks approach, a query can be modified by the addition of the first m terms
taken from a list where all terms present in documents deemed relevant are

ranked [33].

The probalistic indexing technique was suggested by Fuhr [34] and Joachims

[11] has analysed a probabilistic consideration of this technique to the Rocchio

classifier with tf � idf term weighting. In [13], Deng et al. introduced an ap-

proach to use statistics in a class , call ‘‘category relevance factor’’ to improve

classification accuracy. Recently, Debole and Sebastiani [35] have evaluated

some feature selection methods such as chi-square, information gain and gain
ratio. These feature selection methods were applied into term weighting for

substituting idf on three classifiers: k-NN, NB and Rocchio. From the result,

these methods might be useful for k-NN and support vector machine but seem

useless for Rocchio. However, there is still no report to use term distribution in

a systematic way as shown in this paper.
8. Conclusion

This paper showed that term distributions were useful for improving accu-

racy in centroid-based classification. Three types of term distributions: inter-

class standard deviation (icsd), class standard deviation (csd) and standard

deviation (sd), were introduced to exploit information outside/inside a class
and that of the collection. The distributions were used to represent discrimi-

nating power of each term and then to weight that term. To investigate the

pattern of how these term distributions contribute to weighting each term

in documents, we varied term distributions in their contribution to term

weighting and then constructed a number of centroid-based classifiers with

different term weightings. The effectiveness of term distributions was explored

using various data sets. As baselines, a standard centroid-based classifier with

tf � idf, a centroid-based classifiers with tf � idf � IG and two well-known
methods, k-NN and na€ııve Bayes are employed. Furthermore, both unigram

and bigram models were investigated. The experimental results showed the

benefits of term distributions in classification. It was shown that there was a

certain pattern that term distributions contribute to the term weighting. It can

be claimed that terms with a low sd and a low csd should be emphasized while

terms with a high icsd should get more importance. Finally, this paper also

gave an analysis of the effect of the training set size and the number of classes

on accuracy improvement by term distributions. Independently of the training
set size and the number of classes, term distributions were shown to be useful.



110 V. Lertnattee, T. Theeramunkong / Information Sciences 158 (2004) 89–115
Although encouraging results have been obtained using term distributions on

centroid-based classifiers, there is still much work remaining to be investigated.

They include how to automatically determine contribution levels of term dis-

tributions on term weighting and how much term distribution has an effect on
any other classification methods. We believe that contribution levels are varied

for different data sets but there should be a way to grasp their patterns from the

training data set. It is also likely that term distributions may be useful for im-

proving other classification schemes. These two issues are left for our future

works.
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Appendix A. Information gain

Information gain (IG) is frequently used as a term goodness function in text

categorization. It is a function which measure the amount of information

obtained for category prediction by knowing the presence or absence of a term

in a document. The general equation of IG, which is modified to more general
than the one used in binary classification is defined as below
IGðtiÞ ¼ �
XjCj
i¼1

PðckÞ log P ðckÞ þ
X

ft2ti ;�ttig
P ðtÞ

XjCj
k¼1

PðckjtÞ log2 P ðckjtÞ ð12Þ
Here, jCj is the number of classes in training data. The P ðckÞ is the probability of
the class ck, PðtÞ is the probability of the term t and P ðckjtÞ is the conditional

probability of the class ck given term t. This equation is adapted from the simple

one that used in binary classification models for m-ary category models. Nor-

mally, information gain used as a term selection. In term weighting, all terms are

scaled by IG which promotes the important terms in a training corpus.
Appendix B. Thirty terms with highest icsd/sd and information gain

We list 30 terms with the highest icsd=sd values for each data set. We also

compare them to the 30 terms with the highest information gain.

Terms with the highest information gain (IG) and icsd=sd are shown as

follows:
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