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Abstract. A case study in adaptive information ¢ltering systems for the Web is presented. The
described system comprises two main modules, named HUMOS and WIFS. HUMOS is a user
modeling system based on stereotypes. It builds and maintains long term models of individual
Internet users, representing their information needs. The user model is structured as a frame
containing informative words, enhanced with semantic networks. The proposed machine learn-
ing approach for the user modeling process is based on the use of an arti¢cial neural network
for stereotype assignments. WIFS is a content-based information ¢ltering module, capable of
selecting html/text documents on computer science collected from the Web according to the
interests of the user. It has been created for the very purpose of the structure of the user model
utilized byHUMOS. Currently, this system acts as an adaptive interface to theWeb search engine
ALTA VISTATM. An empirical evaluation of the system has been made in experimental settings.
The experiments focused on the evaluation, by means of a non-parametric statistics approach,
of the added value in terms of system performance given by the user modeling component;
it also focused on the evaluation of the usability and user acceptance of the system. The results
of the experiments are satisfactory and support the choice of a user model-based approach
to information ¢ltering on the Web.

Key words. arti¢cial neural networks, case-based reasoning, empirical methods, information
¢ltering, user modeling

1. Introduction

It is often claimed that World Wide Web search engines are too sophisticated for
the user’s own good. They submerge her/him with an unmanageable number of docu-
ments ferreted out from sites all over the world^a phenomenon called ‘information
overload’. In reality, these search engines are not sophisticated enough from a
human-computer interaction perspective. A truly re¢ned engine would avoid
retrieving the only marginally useful documents which abound in typical ‘hit lists’
and which get chosen simply because they happen to contain the key words appearing
in the user’s search request. A truly sophisticated engine would try to ‘guess’ exactly
what kind of document the user desires, basing that guess not only on the key words
provided by the user, but also on a pro¢le of the user’s background and interests
and on evaluations of how the system satis¢ed or failed to satisfy the user’s requests
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in the past. In other words, a truly sophisticated system would have an adaptive user
modeling component. Moreover, it would retrieve only the speci¢c kind of documents
de¢ned by the user modeling component, basing its selection of possible ‘hits’ on
a relevance evaluation heuristic. The system might have, for example, an information
¢ltering component which runs summary semantic analysis of all documents bearing
promising titles. The combination of these two components would clearly o¡er
the user a signi¢cantly higher probability of ¢nding the best suited documents within
those ¢rst presented on the screen; it should also permit the user to eliminate
con¢dently any ¢le from the bottom of the list, without wasting time inspecting it.
This paper presents a step forward in the realization of a system like the one just

described. Technically, the system is a shell, coded in Java, which sits on top of ALTA
VISTA1 and transparently customizes searches and retrievals of computer science
literature for users (who may not even be aware that they are using ALTA VISTA).
The system comprises two self-contained modules^a user modeling component named
HUMOS (Hybrid User Modeling System) and an information ¢ltering component
named WIFS (Web-oriented Information Filtering System)^plus an application
speci¢c module (the ‘external retriever’) which interfaces to ALTA VISTA.
The principal aim of this research project is therefore to lend support to a user-

model based approach to information ¢ltering on the Web, through the construction
and empirical validation of a working system. This ‘constructive’ approach makes
it possible to assess the added value that the user modeling component can o¡er.
What is more, the approach presented here is characterized by the particular way
in which (i) the user model is represented, (ii) the model itself is constructed and
maintained, and (iii) the retrieved documents are ranked.
TheusermodelmanagedbyHUMOSrepresents the long-term informationneedsof the

user. The model is structured as a frame containing informative words characterizing
the domain. A distinctive trait of the model is its capacity to grow and modify itself
dynamically from session to session, by adding slots and constructing semantic networks
linking words which co-occur. It is our contention that such a trait makes the system
most e¡ective for ¢ltering information ‘in the wild’, e.g. on theWeb. The machine learn-
ing approach we propose for user modeling is based on stereotypes and uses an arti¢cial
neural network for the assignment of stereotypes to the user.Unlike other schemes based
on a neural approach to user modeling (e.g., (Jennings and Higuchi, 1993; Chen and
Norcio, 1997)), ourmethodallows us tomaintaina symbolic representationof themodel;
this facilitates handling co-occurring terms and non-monotonicity in the user’s
reasoning. The usermodel is dynamically updated by the systemon the basis of relevance
feedback that the user may provide with respect to the selected documents.
WIFS evaluates the documents initially retrieved by ALTA VISTA only on the basis

of their contents, i.e., it is a content-based system (Oard, 1997; Hanani et al., 2001).2

1TradeMarkby Overture Services, Inc.,www.altavista.com.
2Another important class of systems proposed in the literature is formed by collaborative filtering and social
based systems (Goldberg et al., 1992; Hanani et al., 2001; Maes, 1994; Oard, 1997), which utilize other users’
opinions and notes in order to obtain their assessment of a specific document.

160 ALESSANDRO MICARELLI AND FILIPPO SCIARRONE



The representation of the documents to be evaluated is based on the formalism chosen
to represent the user model. Moreover, the present method for evaluating the
relevance of documents is characterized by the fact that the implemented ranking
function considers the user’s two-fold information needs as represented in the user
model and in the query formulated.
The system, as a whole, has been tested by means of a controlled experiment to

evaluate the added value given by the user modeling component in terms of perfor-
mance, according to well-known metrics proposed in the literature. As for the analysis
of the experimental data, a non-parametric test for hypothesis testing has been
chosen.3 The reason of this choice is that we believe that non-parametric tests
can be better applicable to computer science problems and systems (in particular,
adaptive information ¢ltering systems) where the ‘human factors’ play a crucial role
and for which any kind of strong assumption concerning the distribution of the popu-
lation might only be a matter of opinion. Our evaluation has shown that the system
improves ALTA VISTA performance (according to the metrics used) up to 34%.
An evaluation of the usability of the system and of user acceptance has been made
through a questionnaire. The results of the experiments are satisfactory and support
the choice of a user model-based approach to information ¢ltering on the Web.
The next sections are organized as follows: Section 2 sets forth an overview of

the entire system; Section 3 describes HUMOS, particularly with respect to the struc-
ture of stereotypes, the structure of the user model and the user modeling process;
Section 4 describes WIFS and presents the ¢ltering and feedback algorithms; Section
5 reports the empirical evaluation of the system; Section 6 contains comments
and comparisons with respect to related work. Finally, our conclusions are set forth
in Section 7.

2. General Architecture and Example Session

The general architecture of the system is shown in Figure 1. It is client-based, and
comprises the following components:

^ The User Model, which represents the ‘information needs’ of a particular user.
^ TheUserModeling component (HUMOS), which is capable of dynamically build-
ing the user model, as inferred by the system through the interaction.

^ The External Retriever, which interfaces to ALTA VISTA.
^ The Information Filtering component (WIFS), which selects the documents rele-
vant to the user according to the content of the documents and of the user model.

^ The User Interface, which manages the interaction.

The system is used to ¢lter html/text documents on computer science collected from
the Web, where a selection of the documents relevant to a particular user is performed
on the basis of a model representing her interests. To perform its search the system
3We recall that non-parametric tests, unlike parametric ones, do not make restrictive assumptions (e.g.,
‘normality’) about the population distributions (Devore,1995).
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exploits ALTA VISTA, used both in advanced and simple query modality to exploit the
vast range of information gathered from the Web. The system is therefore used
as an adaptive interface to search engines: it allows the user to insert a query and
collect incoming documents to be ¢ltered. This ‘parasite’ modality represents an
alternative approach to other information ¢ltering systems proposed in the literature
(see Section 6), where documents are automatically collected from the Internet
starting from a basic set of sites/documents, and ‘sur¢ng’ to related links, in a
way similar to Web crawlers (Chakrabarti et al., 1999). This choice was the result
of a reasoning developed on the basis of the following ideas:

1. maximize the possibilities o¡ered by the huge amount of information available on
the Web (the documents indexed by search engines are hundreds of millions);

2. integrate standard technologies available on the Web (well known features, syntax,
performances and limits of search engines);

3. increase the speed of user interaction. In fact, query-based searches are simpler and
faster than auto-sur¢ng modalities, especially if the user is not sure where to start
her search from, and only knows the relevant items she is looking for.

Figure 1. The architecture of the complete system.

162 ALESSANDRO MICARELLI AND FILIPPO SCIARRONE



For a better understanding of the tasks and interactions of the process, a simple
example session with the system is illustrated here below.
During the initial phase of the process, the system obtains login information from

the user (Initializing phase) and tries to retrieve the corresponding model from a
library of user models (not represented in Figure 1) created by the system on the
basis of previous interactions with former users. If the user is a new user, a preliminary
interview (‘Initial Interview’ in Figure 1) is performed in order to obtain a ¢rst
set of her ‘information needs’. Di¡erent windows, which list a number of terms relative
to computer science topics, are displayed on the user’s screen. The user is then asked
to specify, by clicking on combo boxes, her own ‘interest’ score for each topic using
an integer relevance value ranging from �10 to þ10, positive for ‘interesting’ topics,
negative otherwise. The interview then continues and the user is asked to give her
interests about more detailed topics.
In the next phase (Querying phase) the user is shown a window where she can set

the searching and ¢ltering modalities and input the query relative to computer science
topics (‘Query’ in Figure 1). In accordance to ALTA VISTA syntax, the user can write
both boolean queries (boolean AND/OR combinations of keywords) and structured
queries (which allow the user to con¢ne matches to certain attributes, such as the
document type, title, host, etc.). In Figure 2 an example of a snapshot is shown:
the user is looking for documents about ‘neural network’. In this phase, she can
set the following parameters in the upper section of the window:

^ The maximum number of ALTA VISTA documents that may be retrieved
(‘Ritrova’). This cap substantially reduces the time necessary for the retrieval
of a set of documents. In fact, the incoming documents are already ranked

Figure 2. The query and the list of retrieved documents.
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by ALTA VISTA and, in most cases, only a minimal part of these are actually
relevant to the user.

^ The ALTA VISTA query modality (‘Modalita' ’) Simple or Advanced.

The search engine connection is activated by clicking on the ‘Cerca’ (Submit) button.
The query input by the user is passed to ALTA VISTA, which returns the URLs
of the retrieved documents. Figure 2 depicts the window after the search. The main
text area contains the ranked list of titles of the documents retrieved by ALTA VISTA.
At this point, the next two phases (Collecting and Filtering phases) can be

activated by clicking the ‘Filtra’ (Filtering) button. The following parameters can
be set in the upper section of the window:

^ the listed documents to be ¢ltered: all the retrieved documents (‘Documenti
mostrati’) or only the clicked documents (‘Documenti selezionati’);

^ the number of characters of the texts to be analyzed (‘Analizza’);
^ the ‘ignore case’ and the stop-list activation check-boxes (The stop-list is a list of
words such as articles, conjunctions, etc. that can be skipped during the document
analysis).

The Collecting phase is performed by the External Retriever which obtains from the
hosts the documents to be analyzed. Note that the user can choose whether to ¢lter
(i.e., to analyze and select) all the listed documents or, alternatively, a subset selected
by clicking the respective titles (in the example window, the user chose to ¢lter all
documents). Although WIFS sets up multi-threaded text-only connections to the
Web sites (which are very fast since they skip the image ¢les), it may be useful to
limit the number of documents to be downloaded in order to reduce the waiting time.
Another useful optimization is binding the maximum number of characters to be ana-
lyzed in each text as it prevents documents of several Mbytes from locking the process.
The Filtering phase automatically starts whenever a document is retrieved. The

system activates a matching algorithm in order to assign a Score to each document,
calculated in terms of the similarity between the document, the current user model
and the query. All the selected documents are ranked by a descending score and
the corresponding titles are listed on the screen, as shown in Figure 3. The number
appearing on the extreme left of each line is the position as initially ordered by ALTA
VISTA, whereas the number following ‘Score¼’ represents the score assigned to
the document by WIFS. The term following ‘Voto¼’ states if the user has or has
not expressed a relevance feedback on that document. The ¢nal outcome of this phase
is thus a classi¢cation of documents on the basis of their potential relevance to
the user.4

The user is allowed to view a document at any time, be it before, during or after the
¢ltering process. In fact, a simple double-click on the title of a desired document will
4In actual fact, an information filtering system, proper, should only supply those documents that are relevant for
the specific user.Naturally,WIFS can achieve this by presenting only those documents that pass a predetermined
threshold on the basis of the evaluation made by the system during the filtering phase. However, currentlyWIFS

returns the entire document list, appropriately ordered, in compliance with our users’ specific request.
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prompt the browser to proceed to the corresponding URL. Signi¢cantly, many of the
documents on top of the rank-ordered list5 reported in Figure 3 were ranked at
the bottom of the list by ALTA VISTA.
The user may also give an evaluation of the viewed documents (Feedback phase).

When the user clicks on the ‘Feedback’ button shown in Figure 3, the system asks
for a relevance value (relevance feedback), expressing the user’s evaluation for the selec-
ted document. The user feedback (‘User Feedback’ in Figure 1) is used by the system
to update the user model with new information concerning the user’s interests.
At any time during the interaction the user is allowed to browse or edit her user

model. We shall address this feature in the next section, which speci¢cally describes
the user modeling component.

3. The User Modeling Component

The next Subsections (3.1^3.4) describe the knowledge bases and the features that
characterize HUMOS. Speci¢cally, these involve: the knowledge base of stereotypes,
the structure of the user model, the system for the maintenance of consistency of
user models and the complete user modeling process.

3.1 THE KNOWLEDGE BASE OF STEREOTYPES

Similarly to other systems presented in the literature (see for example (Finin, 1989;
Brajnik and Tasso, 1994; Kobsa and Pohl, 1995)), HUMOS can be classi¢ed as a

Figure 3. The list of selected documents.

5Ordered according to the model of the user who input the query.
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stereotype-based user modeling system (Rich, 1989). Stereotyping is a way of default
reasoning about the user: by classifying the user we exploit an extensive amount
of default information we possess on that particular class of users. This information
may be revised later on by the system when it obtains more accurate knowledge about
the user’s interests. In our system, a stereotype describes the ‘information needs’
of a prototypical user belonging to the class represented by that stereotype, who
is interested in useful html/text documents from the Web. The speci¢c ¢eld of interest
considered by our system is Computer Science. The knowledge base of stereotypes
was built by using the behavioral approach (Shapira et al., 1997), through consultation
of human experts in the domain. A stereotype is represented in the form of a frame,
whose slots describe the various interests (or non-interests) of the prototypical user.
Each slot comprises three facets: domain, topic and weight. The values of the domain
and topic facets are ‘terms’ (simple or compound) relevant to the domain of interest,
whereas the value of the weight slot indicates the degree of interest for the topic
(or better, for both hdomain; topici), ranging from �10 to þ10, positive for interesting
topics, negative for non interesting ones. Figure 4 shows an example excerpt of
the ‘CBR Researcher’ stereotype. In this example, Slot-1 relates to the Artificial

Intelligence domain and to the Learning topic. The value of the weight facet is
þ10, a value that expresses the highest possible interest score for the respective sub-
ject-matter. Instead, Slot-2 concerns the Object Oriented Languages domain and
the Cþþ topic. The value of the weight facet is þ7 (a value that indicates a decidedly
high interest rate for the respective item since, for example, various CBR shells
are implemented using C++).
The complementary tool method (Shapira et al., 1997) was used for incorporating

stereotypes in user modeling. The knowledge base of stereotypes is organized as ‘£at
memory’, i.e., there is no explicit hierarchy among stereotypes. This organization
promotes the use of our proposed approach to user modeling, as shown in the Section

Figure 4. An excerpt of the ‘CBR Researcher’ stereotype.
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3.4. A stereotype that ¢ts the current user description is called active stereotype6.
When a stereotype becomes active, it is used to build or update the user model accord-
ing to the default values present in its slots.7 The methods for the assignment of active
stereotypes are also described in Section 3.4.

3.2 THE USER MODEL

A user model may be viewed as a folder where the user preferences are stored. It is
represented as a frame, and is divided into two parts: the header, representing the
user’s personal data and the list of active stereotypes, and the body, representing
the user’s ‘information needs’. The body consists of a collection of slots with the
following facets:

^ Domain: a subject of interest of the user.
^ Topic: for each domain the user’s interests may be represented in the form of a
‘term’.

^ Weight: each slot is embedded in the model with a weight expressing how much
that slot has to be trusted as interesting for the user. Weights are real numbers
and can be positive (an interesting topic for the user) or negative (not interesting);
the score range is [�10, þ10].

^ Semantic Links: terms co-occurring in a document with a topic of a slot are
linked to such a slot. This allows for the creation and maintenance of semantic
networks (this data structure will be described later on).

^ Justi¢cation Links: a justi¢cation link is merely a pointer from a slot to the
component on which its presence in the model directly depends. Currently we
are using four possible values: initial interview, one or more active stereotypes,
relevance feedback, direct editing. The Justi¢cation Links are used to maintain
the consistency of the user model (see Section 3.3).

Figure 5 shows an excerpt of an example user model, where only one active stereotype
(‘CBR Researcher’) is present. We shall now examine the contents of the slots repre-
sented in the ¢gure. Slot-1 relates to the Arti¢cial Intelligence domain and the Learn-
ing topic. The weight facet is þ9 (a value that expresses the user’s considerable
interest for the respective topic). There is one Justi¢cation Link, shown as Interview.
This means that the facet values of Slot-1 have been deduced through the initial inter-
view with the user. Slot-2 concerns the Object Oriented Languages domain, and
the Cþþ topic. The value of the weight facet is þ7. There is one Justi¢cation Link,
constituted by the CBR Researcher active stereotype. This means that the facet values
of Slot-2 have been obtained by default from the active stereotype. Finally, Slot-s
relates to the Internet domain, and the Web topic. The weight facet is þ7. A
Justi¢cation Link is present, indicated as Feedback. This means that the Slot-s facet

6In our system, it may happen that two or more stereotypes are activated simultaneously.
7In the event of more than one active stereotype, the user model inherits from them the slots with the highest
weight facet value.
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values have been obtained by the system on the basis of a relevance feedback provided
by the user in respect to a selected document.8

Semantic Links, summarily indicated as co-keywords, are present in the slots. The
system enables the association of a slot’s hdomain; topici pair to a set of terms (appro-
priately named co-keywords) that concern terms co-occurring in a document with
the one speci¢ed by such a slot: this mechanism is represented as a semantic network.
Figure 6 illustrates an example of such a network in relation to Slot-s of Figure 5.
As clearly shown, the network’s core node concerns the topic represented by the slot
(the planet), whereas the satellite nodes represent the co-keywords that are linked
to the planet by means of weighted arcs, where the weight indicates the rate of a⁄nity
between the respective satellite and the planet. The a⁄nity rate is a real number in
the range [0, þ10]. Basically, this structure represents a sort of a localized semantic
context where the topic speci¢ed in the slot may be found. It is built dynamically
by the system and, as further detailed in Section 4.4, the system may add or eliminate
co-keywords and change their respective a⁄nity rates, in accordance with the user’s
behavior.
The reader may have noticed that the weight of the model’s Slot-1 is di¡erent from

the one of the active stereotype, despite the fact that the latter owns the slot relating
to the h Artificial Intelligence, Learningi pair. What happened in this
case is that, during the model update process, the system gave a higher priority
to the information (þ9 weight) originating from the initial interview than the one

Figure 5. An except of an example user model.

8The specifics of the feedback updates are explained in greater detail in Section 4.4.
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in the active stereotype (þ10). These problems, relating to the priority of the various
information sources and to the maintenance of data consistency in the user model,
will be soon addressed in Section 3.3.
The contents of a user model are not static, but actually evolve dynamically during

the interaction with the user (see Section 4.4). The user is given the possibility to
browse or edit her model (for an example of user models partially generated by auto-
matic methods and partially by direct user involvement see (Waern, 2004)). Accord-
ingly, Figure 7 illustrates the interface which the user has at her disposal for the

Figure 6. An example of a semantic network.

Figure 7. The interface for browsing or editing a user model.
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purposes of such operations, where the model is made actually visible, as suggested in
(Kay, 1995). This ¢gure depicts a browsing of the co-keywords of the above-
mentioned ‘Web’ topic. By means of this interface the user may also add,
modify or remove the various slots of the model, the weights, the co-keywords and
the a⁄nity rates.

3.3. CONSISTENCY MAINTENANCE OF THE USER MODEL

The user model may be viewed as a knowledge base where the user information needs
are represented in an explicit way. During the operation of the system, this knowledge
base may undergo various changes, which may occur due to the following reasons:

^ Feedback updates: the system updates the user model on the basis of the rele-
vance feedback given by the user after the analysis of a particular document.

^ Direct editing: the user may update directly the model by adding, modifying or
removing slots.

Any modi¢cation of the user model may however result in contradictions occurring
with the facts already present in the knowledge base. Consequently it is necessary
to maintain the consistency of the model using belief revision techniques. We have
managed the belief revision problem by means of a simple Truth Maintenance System
(TMS).
A TMS is a module capable of keeping track of dependencies among beliefs and

retracting them e⁄ciently when necessary (Doyle, 1979; McAllester, 1980). Several
types of TMSs have been proposed in the literature. In HUMOS we implemented
a Justi¢cation-based Truth Maintenance System (JTMS), i.e., a kind of TMS where
the justi¢cation is the only logical constraint allowed. The JTMS is the simplest kind
of TMS; its implementation is e⁄cient from a computational point of view and
its mechanisms are in any event su⁄cient for the purposes of HUMOS.9

We have already examined justi¢cation examples in Section 3.2. Slot-2 of Figure is
justi¢ed by the fact that ‘CBR Researcher’ is the active stereotype:

CBR-Researcher ¼)
default

hObject Oriented Languages;Cþþ;þ7i

Let’s now assume that the user gives relevance feedback on a document supplied by
the system, thus causing a feedback update of the model. If, due to this update,
the ‘CBR Researcher’ active stereotype is removed (and replaced with another active
stereotype), the JTMS will eliminate all those assertions that depend on the ‘CBR
Researcher’ stereotype from the user model. In other words, the slot
hObject Oriented Languages; Cþþ, þ7i will be removed. This slot will generally
adopt the value that could issue from the new active stereotype, or from the feedback
update, following the method described here below.

9The interested reader may consult (Forbus and De Kleer, 1993) for the technical details relating to the
implementation of the different types of TMS proposed in the literature.

170 ALESSANDRO MICARELLI AND FILIPPO SCIARRONE



Where a slot may be updated in more than one way, the system will give a di¡erent
priority to the di¡erent mechanisms having an ability to perform updates. The priority
hierarchy used is the following (in descending order of priority):

1. Direct Editing of the model.
2. Feedback Update.
3. Initial Interview.
4. Default values from active stereotypes.
5. Renting.

Where a hierarchy level is equal (e.g., two direct editing or two feedback updates), the
‘most recent’ update is selected. Therefore, the user may modify, through a direct
editing operation, one or more slots that have already been directly edited. Similarly,
a feedback update may revise a slot justi¢ed by a previous feedback update. Renting
is a modality for the updating of a slot’s weight (see Section 4.4) whereby each topic
t must necessarily pay a ‘toll’ to stay in the model, when t does not appear in the
document evaluated by the user.

3.4. THE USER MODELING PROCESS

The machine learning approach used for the user modeling process will now be
presented. It takes inspiration from Case-Based Reasoning (CBR), as applied for
example in Help Desk Systems (Aamodt and Plaza, 1994), which consists in the
use of retrieve and adapt as a core problem solving model. In our case, the retrieve
and adapt phases are:

1. Stereotype(s) Assignment (retrieve phase).
2. User Model Re¢nement ( adapt phase).

Figure 8 shows these phases, which are described in the next sub-sections.

3.4.1. Stereotype(s) Assignment

The current input (the new problem in CBR terms) is the ‘user description’, formed by
a pattern of weights (each of which corresponds to a hdomain; topici pair). It

Figure 8. Stereotype assignment and user model refinement.
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may be obtained by means of an initial interview or by updating an existing user model
(consequently, it could result in a partial or inconsistent description). The case library
contains the old cases provided by domain experts, which have the hold problem
description; old solutioni structure. The old problem description is a description of
the user that must be modeled. The old solution should be (in principle) the complete
user model of the user in question. However, since it is not feasible to determine
a speci¢c user model for every possible old case (a task that is too exacting for
the domain expert), the solution part of our old cases is constituted in such a
way as to indicate (i.e., to point at) one or more stereotypes, as shown in Figure
8. When a new user description is input, the old case that more closely matches
the current one, according to a speci¢c metric, is retrieved from the case library
and the corresponding stereotype is assigned to the user. Basically, what is performed
is a classi¢cation of the user, who is assigned a stereotype (or stereotypes) that most
resembles the preliminary description of the user. On the basis of the above-mentioned
description, the stereotype assignment technique used by the system quali¢es as a
full resemblance method (see (Shapira et al., 1997)).
This approach involves a substantial problem, i.e., the use of a valid metric for the

retrieval of old cases. We solved the problem by means of a function-replacing hybrid
(Goonatilake and Khebbal, 1995), where an arti¢cial neural network implements
(i.e., is functionally equivalent to) the components within the dash-lined box in

Figure 9. The artificial neural network used for stereotype assignment.
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Figure 8. The old cases in the case library have been used as training records to train
the network. The knowledge of the case library is therefore represented ‘monoli-
thically’ in the network weights. As a result, the metric of the indexing module in
Figure 8 has been replaced by the ‘generalization’ capability of the neural network
(Haykin, 1994).
Thanks to this choice, the system can avail itself of the typical advantages o¡ered

by the use of arti¢cial neural networks for pattern recognition, in particular to their
fault tolerance attributes (Haykin, 1994). Since this kind of classi¢cation problem
is generally not linearly separable, a Multi-Layer-Perceptron (Rumelhart and
McClelland, 1986) with three distinct layers was used. Figure 9 shows the topology
of the neural network we used. The ¢rst layer, the input layer, comprises the neurons
relative to the weights wi of the slots (99 in our case) which may be present in
the various stereotypes (and therefore in the user model after the initial interview).
We stress the fact that the same slot can appear in more than one stereotype, even
if, in general, with di¡erent weights. The output layer comprises as many neurons
as the number of stereotypes. The output values pi are computed by the network
according to a given input; this corresponds to the computation of a rank-ordered
list of stereotypes contained in the library. The output values above a certain threshold
identify the active stereotypes. The reader is referred to (Micarelli et al., 1998) for
more details concerning the determination of the hidden layer, the training phase
and the testing phase of the neural network.

3.4.2. User Model Re¢nement

After the stereotype (or stereotypes) is assigned to the user during the retrieval phase,
the adaptation phase begins. The aim of this phase is to ‘re¢ne’ the (where available)
preceding version of the user model or the result of the initial interview (in the event
of a non-registered user) by using the active stereotype and the user description given
in input. Figure 10 shows this phase (and the entire user modeling process, taking into

Figure 10. Functional diagram of the user modelling process.
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account the project choices indicated in the preceding subsection). This ¢gure is a
re¢nement and completion of Figure 8. In particular, it emphasizes the two function-
alities: (i) the Stereotype Unit, formed by the arti¢cial neural network and the Stereo-
type Library, which implements the retrieval phase; (ii) the MMU (Model
Management Unit) module, to which the TMS is linked, which handles the entire
user model creation or update, thus essentially implementing the adapt phase.
For a better grasp of the process, let us suppose that a user accesses the system for

the ¢rst time. As we well know, a preliminary interview is performed. The information
obtained through the interview is input to the Stereotype Unit that identi¢es the active
stereotype(s).10 It is input to the MMU module that in turn, using the interview
results, creates a ¢rst version of the user model by means of a stereotype overriding
technique, meaning that it is formed by the active stereotype where the weight facets
of the slots relating to the hdomain; topici pair, dealt with during the initial interview,
acquire the values provided by the user during the interview. In this phase the ‘Tran-
sitory User Model’ is obviously empty. The user model thus created (‘Current User
Model’) is input to WIFS so as to allow the adaptive ¢ltering of the documents
retrieved from the Web. As explained earlier, the user may, if she so wishes, give
a rating in terms of usefulness (relevance feedback) of the selected documents. This
rating is computed byWIFS, which in turn provides the ‘Feedback Updates’ that entail
a modi¢cation of the user model. However, this updated model (Transitory User
Model) is not yet ¢nal, the reason being that the feedback updates could have caused
inconsistencies. Therefore it must be input to the Stereotype Unit and the MMU,
as shown in Figure 10. The Stereotype Unit selects the active stereotype corresponding
to the Transitory User Model (possibly con¢rming the previous active stereotype).
The MMU takes into account the Transitory User Model and the selected active
stereotype and it uses the TMS to perform the necessary updates (‘Final Updates’),
while respecting the priority order described in Section 3.3. In particular, if the
new active stereotype is di¡erent from the previous one, it removes the slots justi¢ed
by the old stereotype from the model and replaces them with those of the new active
stereotype. Therefore, such updated model is ¢nal and newly ready for use. The same
process is performed if the model updates are the result of direct editing by the user.
Indeed, Figure 10 emphasizes the possibility for the user to browse or directly edit
the model. However, it must be speci¢ed that these functionalities, as well as the model
updates made on the basis of Feedback Updates, are performed by means of a call
to HUMOS (as clearly illustrated in Figure 1), although this is not detailed in Figure
10 for sake of design simplicity.

4. The Information Filtering Component

This section focusses on WIFS (Web-oriented Information Filtering System).

10Hereinafter, for sake of simplicity,we shall assume that there is only one active stereotype.
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Figure 11 describes (in the form of a functional diagram) the steps characterizing
the information ¢ltering process, informally presented in Section 2 in the example
session. The next subsections provide a description of the main data structures
and the ¢ltering and feedback algorithms used by the system. In particular, Section
4.1 brie£y describes the cleaning process of the document. Section 4.2 concerns
the representation of the document, with reference to the various actors. Section
4.3 describes the ¢ltering algorithm MAF (Matching Algorithm for Filtering), which
processes the document and assigns it a ¢nal score. Section 4.4 details the algorithm
SAF (Semantic net/DB-based Algorithm for Feedback) which produces as output
the ‘feedback updates’ of the user model on the basis of the relevance feedback
expressed by the user on the document. SAF and MAF take advantage of the user
model structure provided by HUMOS, with particular reference to the co-occurrence
relationships.

4.1. THE DOCUMENT CLEANING PROCESS

The retrieved document initially undergoes preprocessing by the system, relative to
standard text operations (Baeza-Yates and Ribeiro-Neto, 1999), to reduce the
complexity of the document representation. These operations involve essentially
the deletion of the stop-list terms and the elimination of html tags, accents, punc-
tuation marks, letter cases, etc.. We speci¢cally chose not to use stemming for the

Figure 11. Functional diagram of the information filtering process.
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remaining words (Harman and Candela, 1990; Frakes, 1992). This choice was not
solely dictated by reasons of document processing e⁄ciency, but also to improve
the reading process which occurs when the user browses the user model content.

4.2. DOCUMENT REPRESENTATION AND EVALUATION

Information retrieval literature abounds with methods for representing documents
and ranking algorithms (Baeza-Yates and Ribeiro-Neto, 1999). Many are based
on the Vector Space Model (Salton and Lesk, 1968; Salton, 1971) which represents
both the verbal contents of documents and the verbal contents of queries as vectors
of ¢xed length, made up of weighted items (the words in the document or in the query).
However this procedure does not appear suitable for information ‘in the wild’, that
is, for the unpredictable verbal contents of documents found on the Web. It would
be di⁄cult to determine a priori the verbal items to be weighted in a vector when
the semantic domain cannot be ¢xed in advance. Our working hypothesis is that,
in such a case, a dynamic model is needed ^ one that can develop and modify itself
from session to session.
In the system proposed here, both the representation of the documents and the

evaluation of their contents are based on the method used for modeling the user.
Given the list ht1; t2; . . . ; tni of the terms in the document Doc after the cleaning pro-
cess, the system builds two vectors, Occ

��!
and Rel

�!
. The element Occi is the occurrence

of a term ti in the document, while the element Reli is the relevance of a term ti with
respect to the information needs of the user. The occurrence of a term is weighed
in a di¡erent way depending on whether the term belongs to the Title or to the Body
of the document. The relevance is computed taking into account the following data:

^ The user model. The long term interests that characterize the speci¢c user,
represented by the set of slots hdomain; topic;weighti, together with the co-
keywords linked to them, contribute to the ¢nal score by means of weights.

^ The Query. The user formulates it by specifying terms of interest belonging to the
domain of computer science. Essentially it allows the user to consider a subset
of documents of the domain of interest.

^ The Terms Data Base (TDB). It is a database of hdomain; topici pairs known to
the system, which may appear in the slots of the user model and in those of
the stereotypes. The TDB was built concurrently to the stereotype knowledge
base through consultations with domain experts.

In the following section, we present in detail the ranking algorithm used for
document representation and evaluation.

4.3. THE FILTERING ALGORITHM

The MAF algorithm computes a score for each retrieved document on the basis of the
content of the user model, of the query, of the TDB and, obviously, of the document
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itself. First, this algorithm calculates the occurrence and the relevance of each term t in
the document. Subsequently, it computes the global score adding up the contribution
of every term. The constants that appear in the formulae used by MAF, shown in
the next sections, have been tuned by means of informal trial-and-error experimental
tests.

4.3.1. Calculation of the Terms Occurrence

The value of the occurrence of a term t in a document is obtained as follows:

OCCðtÞ ¼ k1 
 freqbodyðtÞ þ k2 
 freqtitleðtÞ

where freqbodyðtÞ is the frequency with which the term t appears in the body, while
freqtitleðtÞ is the frequency with which the term t appears in the title of the document.
The values for the constants are k1 ¼ 1 and k2 ¼ 3.

4.3.2. Calculation of the Terms Relevance

To calculate the relevance RelðtÞ of a term t in a document, the MAF algorithm
considers the terms that are also present in the user model and, among these, it confers
a particular emphasis on those present in the query. Another important contribution,
furthermore, is given by the semantic networks which allow MAF to privilege
situations wherein various terms co-occur in the document. The algorithm acts
sequentially in four steps as illustrated in Table I that shows the formulae used
to compute the relevance of a term t. The symbol 2 ð=2Þ means that, for the step
in question, the algorithm evaluates whether the term t belongs (or not) to the
corresponding component (UM, TDB, Query, Doc). Where this evaluation is not
performed, the symbol ‘-’is displayed.

^ Step 1. The algorithm veri¢es whether the term t belongs simultaneously to the
user model (as a topic of a slot) and to the document. For every term t that
satis¢es this condition, the relevance RelnewðtÞ is calculated by the formula given
in Table I. The value determined for the constant is k1 ¼ 2.

^ Step 2. If the term t of the document belongs to the query and to the model (as a
topic of a slot), then its new relevance as calculated in Step 1 is signi¢cantly
strengthened. In fact, it will be further multiplied by the weight of its proper
slot wslot.

Table I. MAF ^ Relevance calculation for each term of a document

Step UM TDB Query Doc Update

1 2 ^ ^ 2 RelnewðtÞ ¼ ReloldðtÞ þ k1 

P
j wj 8wj : t 2 slotj

2 2 ^ 2 2 RelnewðtÞ ¼ ReloldðtÞ 
 wslot
3 =2 2 2 2 RelnewðtÞ ¼ ReloldðtÞ þ k2
4 2 ^ ^ 2 RelnewðtÞ ¼ ReloldðtÞ þ wj 


P
i Ai 8co� keywordi

of the slotj : co� keywordi 2 doc;8slotj : topicj 2 doc
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^ Step 3. The relevance of the term t of the document, which belongs to the TDB
and to the query, but that is not present in the user model, is updated by adding
a constant k2 to it. The TDB contains terms of the area of interest of the user
that could give a contribution even though they do not belong to the user model.
Obviously such a contribution is of minor signi¢cance and therefore we decided
on the sum. The value of the constant is ¢xed at k2 ¼ 2.

^ Step 4. Finally, if the term t is a topic of a slot, the contribution of the semantic
network associated with such a topic is also considered. The relevance of the
term is thus updated with the contribution of the a⁄nities Ai of its co-keywords
that also belong to the document. This enables the recovery of the contribution
furnished by the terms unknown to the system but nevertheless linked to the
user model slots.

4.3.3. Final Score

Once the relevance RelðtÞ and the occurrence OccðtÞ of each term are calculated, a
¢nal score is assigned to the document Doc. This score is calculated as follows:

ScoreðDocÞ ¼ Occ
��! 
 Rel�! ¼

X
8t2Doc

OccðtÞ 
 RelðtÞ

4.4. FEEDBACK ALGORITHM

The SAF algorithm updates the user model on the basis of the relevance feedback
given by the user on a document. The renting mechanism, already mentioned in
Section 3.3, is included in such operations. Such a mechanism decreases the weight
of a slot when its topic does not belong to the document in question and decreases
the a⁄nity of a co-keyword when this too does not belong to the document. In this
way it eliminates terms incidentally inserted into the model, and lessens the weight
of terms rarely recurrent in the documents of interest for the user (Baclace,
1992). In the following we shall illustrate the steps of the SAF algorithm in detail.
Even in this case the constants present in the formulae used by the algorithm have
been tuned by means of trial-and-error experimental tests.

4.4.1. Slots Update

Table II sets out the criteria used by the algorithm to update the weights of already
existing slots. The variable feedback is the value of the relevance feedback given
by the user to the document. For each term t that is a topic of a slot in the user
model the following steps are performed:

^ Step 1. If the term t belongs both to the user model and to the document, the new
weight of the slot wnew is proportional to the weighed di¡erence between the user
feedback and the absolute value of the old weight wold of the slot. This process
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shows that as soon as the number of occurrences increases, the wnew value
stabilizes proportionally to the di¡erence. The determined value of the constant
is k1 ¼ 1:3. The di¡erence between feedback and absolute value of the slot
signi¢es, for that slot, the di¡erence between the relevance of the term for
the user and for the model.

^ Step 2. If t belongs to both the user model and the query, the new weight of the
slot, wnew, is proportional to the weighed di¡erence between the user feedback
and the absolute value of the old weight, wold , of the slot. So if the term t belongs
also to the document, the algorithm strengthens further its weight wold after
the step 1. The determined value of the constant is k2 ¼ 1.

^ Step 3. If t belongs only to the user model, it is weakened by the renting mech-
anism, i.e., by reducing its weight proportionally to the user feedback. If the
user gives a very positive feedback and t is not present in that document, it looses
considerable importance in the model. The value of the constant is k3 ¼ 0:11.

All the slots of the user model are thus updated. It should be pointed out that, once
each slot is updated, the system checks the new value: if it does not fall within an
expected range, the slot itself is deleted from the user model together with all its
co-keywords.

4.4.2. Co-keywords Update

Table III illustrates the updating rules for the co-keywords a⁄nity A. The symbols
2 and =2 refer to the topic of the slot to which the co-keyword is linked.
The algorithm processes the model as follows:

^ Step 1. This step concerns the a⁄nity update of those co-keywords whose slots
have their topic in the document. If the co-keyword also belongs to the document,
its occurrence Occ is computed using the same rules for the computation of

Table II. Slots update

Step UM Query Doc Update

1 2 ^ 2 wnew ¼ wold þ k1 
 ð feedback� jwoldjÞ 
Occdoc
Occdoc þ 1

2 2 2 ^ wnew ¼ wold þ k2 
 ð feedback� jwoldjÞ
3 2 =2 =2 wnew ¼ wold � k3 
 j feedbackj

Table III. Co-keywords update

Step UM Query Doc Update

1 2 ^ 2 Anew ¼ Aold þ k 
 feedback
jOccdoc �Occref j þ 1 8co�keyword 2 doc

Anew ¼ Aold � k 
 jfeedbackj8co�keyword =2doc
2 2 2 2 Anew ¼ Aold þ k 
 jfeedbackj8co�keyword 2 doc

Anew ¼ Aold � k 
 jfeedbackj8co�keyword =2doc
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the occurrence of the terms. The a⁄nity value is modi¢ed by a quantity that is
proportional to the user feedback and inversely proportional to the di¡erence
between the calculated occurrences and a given threshold Occref . The value used
for the constant is k ¼ 1. The quantity Occref is the number of occurrences
of the respective topic in the document. If the co-keyword appears in the docu-
ment with a frequency close to the one of its slot, it can be assumed that the
two terms are strongly correlated. In this case, a maximum increase of the a⁄nity
must be given. If the co-keyword does not belong to the document, then
Anew is calculated by subtracting an amount proportional to the feedback expres-
sed by the user from the old value. In this way the renting mechanism weakens
the link between co-keyword and slot given that they do not appear in the same
document. If the new value does not remain within a pre-established range,
the co-keyword will be deleted from the model. The determined value of the
constant is k ¼ 0:15.

^ Step 2. If the topic of a slot t belongs to the query as well as the document, then
the new a⁄nity of its co-keywords is either increased or decreased, depending
on whether or not the co-keyword belongs to the document. The constant is
k ¼ 0:6.

4.4.3. Insertion of New Slots

In the following, we describe the rules governing the insertion of a new slot in the user
model.
The steps for the calculation of new weights are the following:

^ Step 1. Each term t of the document that is also a topic in the TDB is inserted as a
new slot. The associated weight wnew is proportional to the user feedback and
weighed according to its occurrence in the document itself. The value of the con-
stant used is k1 ¼ 1. As the number of occurrences increases, the weight gets
closer to the one given by the user.

^ Step 2. Each term t of the query that is also a topic in the TDB is inserted as a new
slot. The new weight wnew is computed proportionally to the user feedback.
The constant is k2 ¼ 0:7.

^ Step 3. If a term tof the document is present in the query but not in themodel nor in
the TDB (hence it is unknown to the system), a new slot is added to the model.
The ¢elds of that slot are set as follows: domain ¼ ‘¢ller’; topic ¼ t; weight ¼

Table IV. Calculation of the weights of new slots

Step UM TDB Query Doc New entry weight

1 =2 2 ^ 2 wnew ¼ k1 
 feedback 
OccdocOccdoc þ 1
2 =2 2 2 2 wnew ¼ k2 
 feedback
3 =2 =2 2 2 wnew ¼ k3 
 feedback
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the computedweightwnew. The constant isk3 ¼ 0:43. In all of the above cases, if the
new weight does not exceed a given threshold it will not enter the user model.

4.4.4. Insertion of New Co-Keywords

In this subsection we illustrate the insertion mechanism for new co-keywords in the
user model.
As can be seen from Table V, the algorithm acts in one step:

^ Step 1. All the terms that belong to the document (but not to the query), and are
unknown to the system, are inserted as co-keywords in all the slots whose topics
are in the document. The formula in Table V takes into account a constant
k1 that is the constant of proportionality to the user feedback (in our case
the tuning gave k1 ¼ 1). The variable Occdoc is the occurrence of the topic of
the slot in the document, while the variable Occck is the occurrence of the
co-keyword in the document.

The analysis given in this Section 4.4, shows that the user model can evolve
dynamically both in respect to its co-keywords and its slots.

Empirical Evaluation

Research into user modeling and user-adapted interaction is essentially of an empirical
experimental nature (Chin, 2001). For this reason, such research requires the use
of precise statistical analysis techniques, new methodological approaches and the
development of increasingly re¢ned experimental designs11. We performed an evalua-
tion of our system through real-time access to the Web. This evaluation was based
on the following two points:

1. Hypothesis Testing for the evaluation of the added value to the system (in terms of
performance measured according to metrics proposed in the literature) o¡ered
by the user modeling component.

2. Study of the usability of the system, performed through the analysis of the respon-
ses to a questionnaire submitted to users and of the data collected from system
log ¢les.

These points are illustrated in the following subsections.

Table V. Calculation of a⁄nities of new co-keywords

Step TDB Query Doc A⁄nity

1 =2 =2 2 Anew ¼ k1 
 jfeedbackj
jOccdoc �Occckj þ 1

11To help project planners and developers exchange views on methods and evaluation of adaptive systems, a
database is currently available at http://art7.ph-freiburg.de/easy-d, EASy-D (Weibelzahl andWeber, 2001),
containing structural data on a set of adaptive systems. In (Jameson,1999) Jameson gives a classification of the
systems present online at EASy-D.
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5.1. ADDED VALUE OF THE USER MODEL

The experiment was organized into the following phases, which are typical of
quantitative experimental research methods: formulation of the research question,
choice of the statistical model, formulation of the statistical question, formation
of the user sample, experimentation and collection of statistical data, application
of the statistical method, statistical conclusion, research conclusion. Here below is
a detailed description of each of these phases.

5.1.1 Research Question

It is important when evaluating adaptive systems to assess whether the system works
better (and to what extent) with the user modeling component as opposed to a system
deprived of this component (Chin, 2001).
This is our exact research question:
‘Is there an improvement in the performance of WIFS operating with the user

modeling module HUMOS, compared to its operation without this adaptive com-
ponent; and if so to what extent?’.
As concerns the criteria used for performance evaluation, we considered the sorting

of retrieved documents. We chose the metric de¢ned in (Kemeney and Snell,
1962) and reported in (Yao, 1995) in the Perfect Ranking hypothesis. The same
evaluations were made subsequently using the above-mentioned metric de¢ned in
the Acceptable Ranking hypothesis (Yao, 1995). We also computed and graphically
displayed the 11 pt. average Precision^Recall curve (Baeza-Yates and Ribeiro-Neto,
1999). Consequently, given a setD of documents provided by ALTAVISTA, in response
to a query q, our observation focused on the correlation among the orders of the
set D proposed, respectively, by ALTAVISTA, by WIFS and by the user who input
the query. Given a set of documents D, let GðDÞ be the set of all orders � de¢ned
on D. The distance function we use is a real-valued function de¢ned as
b: GðDÞ � GðDÞ ! R (Yao, 1995). In the case of Perfect Ranking, which computes
the distance between the order proposed by the system and that proposed by the user,
the best situation sought is the one where: �S ��U and bð�S;�UÞ ¼ 0; in other
words, the order proposed by the system (�S) and that proposed by the user
(�U ) are perfectly equal. In this case, the distance is calculated by taking into account
all the possible orders of D. Instead, the Acceptable Ranking is based on the
consideration that very often a retrieval system is only required to place the more
relevant documents in a higher position than the not-relevant ones (Wong et al.,
1988; Wong and Yao, 1990). In this case, the distance does not take into account
the individual positions of the documents in the list but instead considers the
equivalence categories in which the list itself is sorted. Accordingly, the ¢rst method
obviously gives more restrictive results than the second method in terms of distance
calculation. In fact, the latter gives bð�S;�UÞ ¼ 0 for all the distances between
the acceptable orders and not only for the ones having the exact same documents

182 ALESSANDRO MICARELLI AND FILIPPO SCIARRONE



listed in the same place. In both cases, the distance performance measure b is nor-
malized to the maximum possible distance, obtaining the variable ndpm (normalized
distance-based performance measure) (Yao, 1995). The phases described below refer
to the Perfect Ranking case.

5.1.2. The Choice of the Statistical Model

We chose hypothesis testing as the statistical method for our experiment. We believe
that, for the type of experiment under review, no strong assumption can be made
as, for example, normality, about the nature and the shape of the probability
distribution of the random variables involved in the experiment. Essentially, we ¢nd
ourselves in a situation where we have a minimal knowledge regarding the probability
distribution of the random variable to be studied. We therefore decided to use
non-parametric statistics techniques and methods and we chose a method for the
hypothesis testing that is not based on the assumption of normality. The consequence
is that the statistical test for our experiment must be chosen according to the following
criteria:

^ It needs to be non-parametric as not to force strong assumptions (e.g., normality)
about the distribution of the involved populations.

^ It must be able to perform the Hypothesis Testing on coupled measures (we must
compare the performance of WIFS vs. ALTA VISTA).

^ It must be applicable to small samples, such as groups of scores associated to the
single orders in the current investigation.

We believe that the Wilcoxon-Signed-Rank test (Wilcoxon, 1947) is the most
appropriate test for such requirements.

5.1.3. The Statistical Questions

Given the following random variables:

^ X ¼ distance between the order proposed by WIFS and the one proposed by the
user on a set of documents D, produced in response to a query q.

^ Y ¼ distance between the order proposed by ALTA VISTA and the one proposed
by the user on a set of documents D, produced in response to a query q.

we veri¢ed whether the statistical distributions that involve the variables X and Y , to
which the populations yielding the samples belong, were di¡erent. On the basis of
the above considerations regarding the choice of the statistical model, we formulated
the following Statistical Questions:

^ Null Hypothesis H0: The di¡erences observed in the measures of the statistical
parameters for the two samples xi and yi are due to chance and the two
variables X and Y belong to the same statistical population: FX � FY , being
FX and FY the two statistical functions describing the population distributions
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to which the samples xi and yi respectively belong (same functional form). In
particular:

mX ¼ mY ð1Þ

^ Alternative Hypothesis H1: The population yielding the sample xi, is di¡erent
from the population yielding the sample yi: FX 6¼ FY and also:

mY ¼ mX þ D ð2Þ

where D > 0. As for the signi¢cance level a, we chose a ¼ 0:01 (which means a 1%
probability of rejecting the null hypothesis in case it turns out to be true) in order
to have a very strong corroboration of our experiment’s results.12

5.1.4. The Statistical Sample

The sample of users who experimented the system was selected from the population of
computer science and electronic engineering students of our university. A total of
24 users were selected using sample statistics procedures.

5.1.5. Experimentation and Data Collection

The experiment was prepared in such a way as to avoid, insofar as possible, the
introduction of disturbance variables (Chin, 2001) by adopting some precautionary
measures as, for example, giving each user the right amount of time for the experi-
ment, setting up a comfortable working environment, assigning casual time slots
to users and optimizing the network to avoid long delays on the Web.
Each user performed 15 working sessions. In each of these sessions, the user formulated

a query that resulted in the retrieval of 30 documents and subsequently ordered them.13

Therefore, a total of 360 queries were e¡ected and 10,800 documents analyzed. The users
were asked, for each session, to provide the relevance feedback to a single document
among those retrieved in answer to the query. The users also completed a questionnaire
during and after the use of the system, which we analyzed as described in Section 5.2.
Let Di be the set of 30 documents retrieved by ALTA VISTA following a query qi

input by the user. For each query, the user ordered the set of retrieved documents
Di according to their relevance. Therefore, for each query, we have three orders
of the set Di: the one proposed by the user, the one proposed by ALTA VISTA
and the one proposed by WIFS. From the two variables X and Y , a new statistical
variable Z is built, de¢ned as follows:

Z � Y� X

12Many statisticians consider these a values as arbitrary.They therefore believe that researchers should merely
synthesize data, reporting the type of test used and the value of the obtained p-value, instead ofmaking compari-
sons with the above-mentioned threshold values. In our case, in addition to the test, we report also the values
obtained for the p-values that are in any event comparedwith the selected a threshold.
13It must be specified that for each query the users furnished the order of the documents retrieved byALTAVISTA
before the processing performed byWIFS, in other words, before knowing the order of the documents proposed
by our system. In this way we ensured the independence of the two statistical variablesX andY.
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5.1.6. Application of the Statistical Method

In the Wilcoxon test, the statistical variable Tþ is de¢ned as the reference variable of
the test (Wilcoxon, 1947). For a sample with our cardinality, the estimator Tþ is
normally distributed, thus enabling the use of the Large-Sample Approximation
(Siegel and Castellan, 1988). With such an approximation, valid for samples in
the amount of n > 15, the mean and the variance of the Tþ distribution are easily
determined through the standardization of the variable Tþ and the subsequent read-
ing of the p-value in the Gauss distribution table (Siegel and Castellan, 1988).
Table VI shows the results of the test.
At this point we can calculate numerically the value of D of Equation 2, using an

inferential estimation method of the con¢dence intervals of the mean. The starting
point of our evaluation is the one synthesized in Table VII which summarizes the
statistical parameters that are characteristic of the sample. As shown in Table
VII, the values of the mean and of the median almost coincide, showing symmetry
in the distributions. The results of the calculation are the following:

mX � 0:40

mY � 0:57

from which we obtain:

mY � mX þ 0:17

The computed value for D is therefore D ¼ 0:17.

5.1.7. Statistical Conclusions

The statistical results obtained by means of the Wilcoxon test are summarized in
Table VI, where we have p-value� a for our tested hypothesis. Consequently, wemust
reject the null hypothesisH0 and accept theH1 hypothesis. This means that the samples

TableVI. Wilcoxon test results (Perfect ranking)

Statistics Value

Tþ 51125
mTþ 42127.5
sTþ 2149
p-value 0.00005

Table VII. Statistical parameters of the samples

Variable Mean m Median y Standard Deviation s

X 0.40 0.39 0.06
Y 0.57 0.55 0.09
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of theorderdistancesbetween theuserand the systemWIFS,xi, andbetween theuserand
ALTA VISTA, yi, originate from two di¡erent distributions FX and FY . Moreover,
we have my > mx. This means that the two modalities are signi¢cantly di¡erent. The
estimated value of D corresponds to an added value of about 30%.
Figure 12 shows the trend of the average distance computed on all users for the 15

sessions in the Perfect Ranking hypothesis. The following points may be emphasized
from the graph:

^ The curve of the variableX , ‘User-WIFS’ distance, with the exception of its initial
phase, always stays beneath the curve Y , ‘User-ALTA VISTA’ distance.

^ The trend of the curve Y , relative to ALTA VISTA, assumes an essentially
constant value. The curve X , represented by the inferior linear interpolation,
instead shows a downward trend.

Figure 13 illustrates the results for Acceptable Ranking that we obtained by means of
a computation procedure similar to the previous one (which we shall not detail here
for sake of brevity).
All the qualitative considerations on the curve relating to Perfect Ranking are valid.

Obviously, a decrease of both curves was expected due to the di¡erence in the
computation performed on the variable ndpm. The statistical procedure is the same
and again includes the Wilcoxon test to coupled measures. The statistical results
are highlighted in Table VIII.

Figure 12. Ranking mean distance (Perfect Ranking).
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The null hypothesisH0 must be rejected and the alternative hypothesisH1 accepted
and thus Equation 2 holds. Using the same procedure we estimated the added value
D with the usual con¢dence interval technique. After similar calculations to the
estimations for the perfect ranking case, we obtained:

mY ¼ mX þ 0:21

This means that, according to this measure, the added value D is about 34%.
The results obtained in the analysis of two classic variables of the Information

Retrieval ¢eld: Precision (P hereinafter) and Recall (R hereinafter) (Baeza-Yates
and Ribeiro-Neto, 1999) o¡er a further con¢rmation of the results given by the
Wilcoxon test.14 In fact, if as demonstrated, WIFS produces a better document order
than ALTA VISTA, this should also be re£ected in the two quantities P and R. To
this end, we used the 11 pt. average P^R curve method (Baeza-Yates and
Ribeiro-Neto, 1999). In practice, for each group of documents retrieved by ALTA
VISTA in response to a query, the user’s score creates a division of the group into
two sets: relevant and not relevant documents. Subsequently, the orders are analyzed
and the two systems are compared in the curve R vs. P. The interpolated average
curve P^R is the one illustrated in Figure 14.

Figure 13. Ranking mean distance (Acceptable Ranking).

14TheRecall and Precisionvariables are defined as follows:Recall is the fraction of the relevant documentswhich
has been retrieved and Precision is the fraction of the retrieved documents which is relevant (Baeza-Yates and
Ribeiro-Neto,1999).
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As thus demonstrated, the ability to order the retrieved documents according to the
relevance given by the user’s scores is best in WIFS: in respect to both the high values
and low values of recall, the precision is always higher. In particular, this means that
WIFS considers a higher number of relevant documents in the ¢rst positions for
the purpose of its orders.

5.1.8. Research Conclusions

The statistical conclusions indicate that the average performances of the two opera-
tional modalities are di¡erent. To proceed with the research conclusions we must
understand why these di¡erences occur. However, the setup of the experiment (system
with user model and system without user model) provides the evidence for the
conclusion that the di¡erence in performance is due to the presence of the user
modeling module. The module produces an increase in system performance, as

Figure 14. 11 pt. Average precision–recall curve.

Table VIII. Wilcoxon test results (Acceptable ranking)

Statistics Value

Tþ 62211
mTþ 52234.6
sTþ 2000
p-value 0.00003
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assessed in the previous section. This is the answer to our initial research question. As
concerns the trend of performance in time, reported in Figures 12 and 13, we can
make the following observations. At the beginning of the session there is no
appreciable help given by the user modeling system. This could be due to the users’
very limited use of the initial interview. In the course of the sessions, however, there
is a steady improvement of the system performance clearly due to the relevance
feedback (one per session), which increasingly re¢nes the model.
Having formulated the above-mentioned conclusions about causality, we must now

consider the problem of generalizing results. Strictly speaking, the results of an
experiment apply only to the speci¢c circumstances in which the study is developed.
Therefore, in our case, the results may only be applied to the category of users
involved. Nevertheless, we believe that this category, essentially involving students
of technical-scienti¢c matters, is signi¢cant.

5.2. USER ACCEPTANCE AND USABILITY OF THE SYSTEM

This section illustrates a ¢rst descriptive measurement of the level of user acceptance
and usability15 of the WIFS system. The guidelines we used in formulating this short
study are those indicated by (Shneiderman, 1998) as ‘The Eight Golden Rules’,
relating to interactive systems projects.
Numerous metrics and evaluation techniques exist as criteria to test the usability

of a system. Among these possible evaluation techniques (Videoing, Think Aloud,
Questionnaire, etc.),16 we chose the questionnaire method, because it o¡ers both
quality and quantity indications, it has a low implementation cost and is appropriate
for our sample cardinality. As concerns the choice of metrics, an interesting set
of selection criteria is the one illustrated in (Dix et al., 1993; Shneiderman, 1998).
Our questionnaire included metrics taken from QUIS (Questionnaire for User
Interaction Satisfaction) (Harper and Norman, 1998), designed to assess user’s
subjective satisfaction with speci¢c aspects of the human-computer interface. The
QUIS team successfully addressed these problems, creating a metric that is highly
reliable across many types of interfaces to measure user satisfaction for a system
in a valid, standard and reliable way (see also http://www.lap.umd.edu/QUIS/
index.html).

5.2.1. The Questionnaire

The questionnaire was proposed taking into account the above considerations.
It is subdivided into parts that we deemed, among those set forth in QUIS, the most

applicable to our study, i.e.: System Experience, Overall User Reactions, Screen
and Usability. Each of the speci¢c factors of interface and optional sections provides
a main question followed by correlated sub-component questions. Furthermore, each

15Following the meaning expressed in http://www.dcs.napier.ac.uk/marble/Usability.
16See, for example, http://www.dcs.napier.ac.uk/marble/Usability/Table.html.
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item was selected using a scale from 1 to 9, with positive adjectives on the right and
negative ones on the left. Finally, the user was given the possibility of selecting a
Not Applicable option for each item.

^ System Experience: The ¢rst section contains generic questions on the use of the
system, as for example, ‘How long have you worked on this system?’ The
distribution of the data relating to the answers are illustrated in Table IX
and in Table X.

^ Overall User Reactions: The second section contains questions on ‘Overall User
Reactions’. The aim of this section is to have certain general indications on
the user-system relationship. These data are reported in Table XI.

^ Screen: The third section contains the part ‘screen’, i.e., the typical questions on
user interface. Table XII summarizes the results.

Table IX. Part 1: How long have you worked on this system?

Item % of users

less than 1 h 0
1 h to less than 1 day 0
1 day to less than 1 week 5
1 week to less than 1 month 5
1 month to less than 6 months 90
6 months to less than 1 yr 0
1 yr to less than 2 yr 0
2 yr to less than 3 yr 0
3 yr or more 0

Table X. Part1:On average, howmuch time do you spend per
week on this system?

Item % of users

less than 1 h 4
one to less than 4 h 8
4 to less than 10 h 84
over than 10 h 4

Table XI. Part 2: Overall user reactions

Item Mean Variance

Terrible^wonderful 7.5 0.1
Frustrating^satisfying 6.2 0.3
Dull^stimulating 3.6 0.3
Di⁄cult^easy 6.0 0.3
Inadequate^adequate power 7.0 0.3
Rigid^£exible 5.0 0.5
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^ Usability: The forth section proposes questions both on the general performance
of the system and on the feedback modalities available to the user. The
experimental data are those summarized in Table XIII. On average the times
were calculated by ‘session’, understood as the time required to formulate
the query and the retrieval of the documents from the Web (without considering
the time spent by the user in browsing for selected documents).

5.2.2. Results Analysis

The questionnaires indicate that the users’ assessments were generally positive. In
particular, the system is given as reliable and sound. Table XI emphasizes some
signi¢cant data on the user^system relationship: the system is shown as adequate
for processing power, e⁄cient in terms of speed of response and relatively simple
to use, while, instead, requiring a better interface for £exibility. It shows weakness
both in terms of on-line help and of its capability to be stimulating for the user.
As for the screen, the characters selected for the interface are positively accepted
by the users and likewise, so are the screen sequences and the layouts. Useful
indications are given regarding the method proposed by the system to express
relevance feedback. On average, the users did not take advantage of all the scale
[�10, þ10] to express a rating on the document: in most cases, they preferred to give
a negative score for not relevant documents, a 0 score for neutral documents and
a very positive score for relevant documents. This suggests that improved results
would be obtained by providing only three levels (relevant, not relevant, neutral)
for the feedback formulation.

Table XII. Part 3: Screen

Item Mean Variance

Hard to read-easy to read 6.7 0.25
Highlighting on the screen 6.0 0.03
Screen layouts were helpful 5.8 0.3
Sequence of screen 6.5 0.01

Table XIII. Part 4: Usability

Item Value

Time to complete a session per user � 3min
Frequency of help and documentation used per session and per user 6.7
Frequency of repetitions of failed commands per session and per user 1.2
Number of available commands not invoked per session and per user 5.3
Number of times the user loses control of the system per session and per user 0.4
Number of times the user expresses satisfaction per session 6.9
Percent of use of the whole feedback range [�10, þ10] per user 6.1
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6. Related Work

Systems proposed in the literature for adaptive searches on the Web are numerous
(Hanani et al., 2001; Mladenic, 1999; Oard, 1997). A ¢rst noteworthy one is
Web Watcher (Armstrong et al., 1995; Joachims et al., 1997), a tour guide software
agent, developed to assist user navigation on the Web. WebWatcher follows the users
between the html pages, o¡ering suggestions on hyperlinks and learning from
experience. Furthermore, the user can communicate with the system and provide feed-
back. The system therefore ¢lters the information gathered on the Web, in particular
the current html page, the interests of the user and the links of the page. The higher
scoring links of the current page are the ones proposed by the user. There is a learning
model based on user feedback at the end of the tour. Thus, the system possesses
a dynamic knowledge model that contains paths, hyperlinks, keywords, selected
during the tour. WebWatcher uses a vector space model for both documents and
the user model. Unlike WIFS, that operates throughout theWeb sites indexed by ALTA
VISTA, WebWatcher operates within a clearly delimited domain, constituted by
the CMU School of Computer Science Web pages. This permits it a sort of pre-
processing of the collection of documents.
Syskill and Webert (Pazzani and Billsus, 1997) is an intelligent agent designed to

learn user pro¢les and to determine interesting Web sites according to the user’s inter-
ests. The system builds user pro¢les by collecting user evaluations of pages on the
Web. An information-based approach is used to determine which words to use as
features. The system learns a naive Bayesian classi¢er to determine the level of interest
of pages. The authors have also developed an interesting experiment that shows
the advantages of using and consulting a thesaurus for the selection of features.
Both of the previous systems devise their user model without considering the

eventual co-occurrence of terms. This aspect, however, is indeed dealt with in ifWeb
(Asnicar et al., 1997), a prototype of a user model-based intelligent agent capable
of supporting the user in the navigation on the World Wide Web. Such a system,
like WIFS, avails itself of the co-occurrences of terms, and represents the user model
in the form of a sole weighted semantic network whose nodes correspond to terms
found in documents. The weights of the arcs of the network represent the frequency
of co-occurrences of the connected terms in previously analyzed documents. ifWeb
does not avail itself of stereotypes for user modeling nor addresses the non-monotonic
aspects of the user reasoning. An important di¡erence between WIFS and ifWeb
is that, for WIFS, the mode of Web access is of a ‘parasite’ type, while ifWeb performs
a sur¢ng navigation on sites related to the speci¢c document pointed out by the user.
Other systems build their semantic networks utilizing the WORDNET (Fellbaum,

1998) semantic thesaurus. One of those is INFOS (Mock and Vemuri, 1997). The
system applies keyword hill climbing methods, collaborative ¢ltering, knowledge-
based conceptual representation viaWORDNET and partial parsing via index patterns.
INFOS uses a quite simple user modeling method, based on user feedback. The
experiments of the system yielded interesting comparisons between the document
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representation models. The authors report that the use of WORDNET supports higher
recall through conceptual understanding of the text, but the precision is lower.
Another of these systems is SiteIF (Magnini and Strapparava, 2004) that makes
use of MULTIWORDNET) (Artale et al., 1997), a multilingual lexical database where
English and Italian senses are aligned. SiteIF builds a user model in the form of
a semantic network whose nodes represent senses (not just words) of the documents.
The system takes advantage of the word senses to retrieve new documents with high
semantic relevance for the user.
Fab (Balabanovic¤ , and Shoham, 1997; Balabanovic¤ , 1998), is an interesting system

that searches documents in the Net through a central server. It uses the vector space
model for the representation of documents. It does not deal with consistency main-
tenance of the model or with co-occurrence of terms. However, it avails itself of
a collaborative ¢ltering method that operates in synergy with a content-based
one. As a result, whenever the collaborative approach is applicable, it o¡ers the
advantages of both methods.
Another system which, like WIFS, ¢lters computer and information science

documents, is SIFTER (Mostafa et al., 1997). This system, that does not act on
the Web, uses the vector space model for representing documents. The algorithm used
to construct the user model is based on a ‘reinforcement learning’ approach proposed
in the literature (Narendra and Thathachar, 1989). SIFTER does not address the
non-monotonic aspects in the user reasoning nor the term co-occurrences. The system
was evaluated using the normalized recall and the normalized precision. It has been
tested by six users on a static collection of 6000 records. Users were requested to
run the system for 40 sessions. For each session, the system presented users with
20 documents. Simulation experiments have also been performed. The authors report
that the performance of the system is satisfactory when the users are reasonably
familiar with the domain of information.
As far as the use of stereotypes is concerned, an interesting proposal is advanced in

(Shapira et al., 1999), which describes a prototype of a ¢ltering and sorting system
for the analysis of e-mails belonging to a group of computer scientists. The stereotypes
are formed by way of clustering techniques applied to the group of users being
interviewed. From these useful information may be inferred about the user for docu-
ment ¢ltering purposes. Such a clustering mechanism, along with the type of repre-
sentation chosen, is suited to the considered domain relative to e-mails. We
contend, however, that such an approach is not easily adaptable to systems which
operate throughout the Web.
A distinctive characteristic of WIFS, which is not present in any of the other descri-

bed systems, is the direct use of the query by the user. This additional element in£u-
ences both the human-machine interaction and the matching and feedback
mechanisms. Indeed, while systems such as Fab foresee a subsystem interfacing to
external search engines that is transparent to the user and plays a minor role compared
to other parts of the system, in WIFS the user query insertion represents an essential
part of the ranking algorithm that in£uences its most important functionalities.
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In the ¢eld of adaptive IR interactive systems, we ¢nd the Lighthouse system
(Leuski and Allan, 2004). Lighthouse is a system that integrates three new models
of user relevance with the aim of helping users to quickly locate the relevant docu-
ments among those retrieved by a Web-based search engine. The crucial point of
the work performed by Leuski and Allan is the demonstration of the added value
given by the interactive environment of the proposed IR system through a modeling
relevance that is based, in all three of the proposed models, on the relevant/non-rele-
vant value input by the user. The user interests are exclusively based on the retrieved
documents and are represented by the status of the document set that changes over
time following user feedback. Unlike WIFS, the Lighthouse system does not construct
an initial user model based on interviews and therefore on stereotypes: the knowledge
base is obtained from the dynamic document set updated through feedback. From
a perspective of domain-to-domain portability, the £exibility of this system is an
advantage. Instead, WIFS requires the construction of a more re¢ned knowledge base
of the domain and the user, based on stereotypes and initial interviews. In our view,
however, this element makes it more e⁄cient on speci¢c domains on a regular working
basis. Moreover, the representation of the user interests in WIFS is based on a more
well-constructed structure of dynamic data, which also takes into account the terms
unknown to the system that co-occur. Another adaptive IR system is InfoWeb (Gentili
et al., 2003). It is designed to retrieve documents of interest to users from a digital
library on Cultural Heritage domain, available on the Net. This system uses a typical
bottom-up approach in order to construct the user model: ¢rst of all the user provides
a relevance value through a speci¢c user interface environment on n documents that
represent the centroids of n clusters, which follow a subdivision of the library as deter-
mined by the domain expert. Even in this case, the user model is represented through
a semantic network that evolves in time, whereas the relevance of a document is
obtained by the system through a generalization of the classic vector space model.
Thus, unlike WIFS, this system constructs the initial model using the most represen-
tative documents of the digital library and not through an interview on the user’s
explicit interests. Moreover, the calculation algorithms for the relevance of documents
in the ranked lists produced by a speci¢c query are based, as mentioned above,
on the generalization of the vector space model, which takes into account the user
model and the query. InfoWeb was designed for digital libraries, i.e., for environments
where the information sources do not vary signi¢cantly over time and that are restric-
ted to speci¢c domains, as re£ected in the clustering of documents. On the contrary,
WIFS was designed to ¢lter documents on the Web and, as such, originating from
dynamic information sources. This dynamic factor would make it impossible to apply
a cluster approach, based on stable documents, in such an environment.
As concerns the use of arti¢cial neural networks for adaptive information seeking

applications, the work described in (Jennings and Higuchi, 1993) is certainly worthy
of note. It sets forth a proposed user modeling method for personal news services
based on neural networks, which can be performed on an incremental basis. The sys-
tem analyzes the content of articles kept in an information store and determines
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the ranking of the articles in accordance to the user model neural network. This model
consists of a series of nodes, each of which corresponds to a term that can be found
in the documents under review, representing the user’s information needs. Each node
is assigned a certain energy depending on the number of articles, previously accepted
by the user during a speci¢c session, which contain the term associated to the node.
The nodes are linked to each other by arcs weighted in accordance to how often
a certain pair of nodes (i.e., terms) appears in the articles read by the user. The ranking
of new articles taken into consideration is established by comparing the terms of each
document with the network nodes. An activation mechanism is initiated, at the
end of which the energy of the active nodes is added up and the resulting sum
constitutes the rating assigned to the document. Chen and Norcio (Chen and Norcio,
1997) present a user modeling architecture based on a combination of arti¢cial neural
networks that we believe of interest here, even if this particular approach is not used
for information ¢ltering applications. The reported architecture is used to represent
and infer users’ task-related characteristics. The networks take up the function of
associative memories capable of associating a user’s domain knowledge pattern with
a completely hypothetical pattern characterizing the user. Both of the previous
systems use a ‘pure’ neural approach. One advantage of this approach is the inherent
fault tolerance capability of the networks. The reverse side of the coin is that a
symbolic representation of the user model must be renounced.

7. Summary and Future Work

This paper presented an information ¢ltering system capable of selecting html/text
documents on computer science available on the Web by making use of the docu-
ment’s content and the long-term interests of the user represented in the user model.
The system operates as an adaptive interface to a search engine (ALTAVISTA). This
work addressed two main issues: (i) user modeling, i.e., how to represent, construct
and maintain models appropriate for the needs of Internet users and (ii) document
representation and ranking, i.e., how to represent online documents and compute
their relevance with respect to user needs.
As concerns the user modeling problem, we chose to represent the user model as a

frame. The slots of the frame represent the domain terms associated with a relevance
value speci¢ed for the particular user. A distinctive characteristic of the proposed
representation, which we believe to be particularly suited to operate on the Web,
is its ability to develop and evolve itself. In fact, the model is enhanced by a dynamic
semantic-net construction, relevant to co-occurrences. It can also vary dynamically
in respect to the slots. As for the user modeling process, we proposed a stereo-
type-based approach, characterized by a machine learning technique which takes
inspiration from a CBR framework that uses retrieve and adapt as a core problem
solving model. The proposed user modeling method, based on neural networks
for the retrieve phase, is di¡erent from other studies that employ a ‘pure’ neural
approach (see, for example, (Jennings and Higuchi, 1993) and (Chen and Norcio,
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1997)). Undoubtedly, a ‘pure’ approach such as this presents advantages linked
primarily to the inherent fault tolerance capability of the neural networks. However,
we chose to maintain a symbolic representation of the user model, using a neural
network essentially as a means of scoring alternative ‘symbolic views’ of the user.
We believe that, while remaining in the ¢eld of user modeling for information ¢ltering,
our approach makes it easier to represent the ‘context’ of a term. It allows for a user
model that is transparent, i.e., visible to the user and available for direct manipulation
functions (Shneiderman, 1998), a property that our users seem to appreciate. Finally,
the non-monotonicity in user reasoning is more manageable.
With respect to problems connected to document representation and relevance

evaluation, the approach we adopted is unlike other methods given in the literature,
and is essentially based on the representation modality chosen for the user model,
to which documents are matched.
The system assigns a relevance value to each document retrieved on the basis of the

terms it contains (by duly assessing their occurrences), to the terms (with the respective
weights) present in the user model and to the terms present in the query. Therefore,
the query plays an important role for the purposes of the document evaluation.
The system also allows the user the option of expressing a vote (relevance feedback)
on the documents selected by the system. A feedback update of the model is performed
following each vote.
The system was assessed, using a controlled experiment, for the evaluation of the

added value o¡ered by the user modeling component of the system, compared to
the version of the system deprived of such an adaptive component (basically, WIFS

vs. ALTAVISTA). The data collected from the experiment were subject to a non-
parametric test for hypothesis testing (Wilcoxon^Signed^Rank test). The reasoning
behind this particular choice of test was that, for this type of system, we maintain
that only a minimal knowledge of the distribution function of the chance variable
can be hypothesized and therefore no kind of assumption regarding the form
(e.g., normal distribution) of the function can be made. In both cases the results
of the experiment were statistically signi¢cant (p� a). Furthermore, the added value
provided by the system was assessed in about 30^34% for the metrics used. We deem
this result satisfactory, especially considering the project choice of not using stemming
for document representation process, a choice that we initially feared could have
excessively penalized the retrieval performance of the system.
A second evaluation concerned the usability of the system. Clearly, the use of the

system requires extrawork from the user compared to sessions involving only the search
engine. However, the analysis of the questionnaires revealed a general acceptance by
users. The only point that caused some uncertainty was the request for a relevance
feedback on an integer scale judged to be too extensive. A scale based on three values
is de¢nitely preferable (relevant, not relevant, neutral) or even restricted to two values
(relevant, not relevant). Instead, the setting of the various parameters (number of docu-
ments to analyze, number of characters to download per document, activation of
stop-list) did not raise any problem, since the users performed it only once, at the
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beginning of the ¢rstworking session. Lastly, our experimentation brought out the need
to integrate the systemwith a browserwindow, if for no other reason to facilitate a rapid
comparison of documents retrieved.
As future work, we plan to e¡ect an experiment of a sensitivity analysis (Cohen,

1995), obtainedbydegrading thedata structuresor parameters of the systemand exami-
ning the produced e¡ects. For example, we aim to investigate the e¡ects provoked
by a progressive reduction of the scale available to the user for relevance feedback
purposes. We also plan to e¡ect a comparison between the performance of the current
system and a version of the system without the TMS, or of the initial interview results
or the stereotype knowledge base. This should enable us to assess the usefulness
and the added value provided by the various individual components, while taking into
consideration the fact that the system’s user model can, in any event, be created
and updated solely by means of the feedback algorithm (in addition to direct editing).
Another experimentwhichwe intend to conduct pertains to the evaluation of the system
to react and adapt rapidly to changes in the interests of users. We already performed
a pilot experiment, involving four users, the results of which are worthy of attention.
This evaluation must in any event be veri¢ed through more extensive experiments.
We also envisage a re-implementation of the system in a n-tier architecture, the use
of a thesaurus and more extensive experimentation, particularly with lay users.
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