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Abstract The effectiveness of a video retrieval system largely depends on the choice of

underlying text and image retrieval components. The unique properties of video collections

(e.g., multiple sources, noisy features and temporal relations) suggest we examine the

performance of these retrieval methods in such a multimodal environment, and identify the

relative importance of the underlying retrieval components. In this paper, we review a

variety of text/image retrieval approaches as well as their individual components in the

context of broadcast news video. Numerous components of text/image retrieval have been

discussed in detail, including retrieval models, text sources, temporal expansion methods,

query expansion methods, image features, and similarity measures. For each component,

we conduct a series of retrieval experiments on TRECVID video collections to identify

their advantages and disadvantages. To provide a more complete coverage of video

retrieval, we briefly discuss an emerging approach called concept-based video retrieval,

and review strategies for combining multiple retrieval outputs.

Keywords Video retrieval � Text retrieval � Image retrieval � Concept-based retrieval �
Fusion � Review

1 Introduction

Recent improvement in processor speeds, network systems and digital storage has led to an

explosion in the amount of online video data. It has been estimated that more than 40% of
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Internet traffic involves peer-to-peer swaps of video content (MacWorld 2006). Add to that

the growing amount of legitimate content available through companies such as Apple or

Google, and the scale of consumer demand for video begins to emerge. With the availability

of such vast amount of digital video content, here comes the need for effective management

and search. This is reflected in one of the SIGMM grand challenges (Rowe and Jain 2004):

‘‘Making capturing, storing, finding and using digital media an everyday occurrence

in our computing environment‘‘.

To achieve this, video retrieval systems, which aim to search video collections for doc-

uments relevant to an information need, offer an important platform to access and manage

the vast amount of online video content. These systems usually start by asking users to

provide a multimodal query, and then match it with a collection of indexed video docu-

ments in a database. The query may consist of only text, only images, or contain

multimodal information such as text, image, audio or video examples. The document

relevance w.r.t. the query is determined by a set of retrieval status values (RSVs) for the

documents. Typical video retrieval systems (Lew et al.2002; Smith et al.2002; Wactlar

et al.1999; Zhang et al.1994) represent video documents as a set of low-level detectable

features and high-level semantic concepts (Snoek and Worring 2005; Christel and Hau-

ptmann 2005). The retrieval task can then be formulated as a fusion problem that aims to

combine a bag of retrieval outputs generated from multiple retrieval sources, such as text

retrieval on speech transcripts and image retrieval on color histograms. To illustrate, Fig. 1

shows the design of a typical video retrieval system (Hauptmann et al.2003a) for broadcast

news video. First, video footage is segmented into a number of smaller clips as ‘‘docu-

ments’’. Various sets of low-level features are extracted from the video clips through

analyzing multimedia sources. Each video clip is then associated with a vector of ranking

features, which include both individual outputs from different retrieval experts indicating

the query-document similarity from a specific modality, as well as the detection outputs of

semantic concepts. Finally, the system combines these ranking features based on the query

description to produce a final ranked list of video documents.
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Fig. 1 Design of typical video retrieval systems for broadcast news video
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In practice, the choice of text and image retrieval algorithms often has a considerable

impact on the final performance of video retrieval. Although both text retrieval and

(content-based) image retrieval have been extensively studied on uni-modal collections

before (Kraaij 2004; Smeulders et al.2000; Antani et al.2002; Lew et al. 2006), it is still

worthwhile to reexamine their effectiveness in a multimodal environment such as broad-

cast news video. This is because video has unique properties that distinguish it from

traditional unimodal data. For instance, in video collections, (1) text features are generated

from heterogenous and noisy information sources; (2) a temporal proximity between two

video documents might indicate their content similarity; (3) the number of images

extracted from video collections can be much larger than that from image collections, but

the quality is usually worse; (4) the combination of text and image retrieval can com-

pensate for the weaknesses of each modality; (5) each video document can be associated

with multiple levels of representations, including low-level text/visual features and high-

level semantic concepts.

In this paper, we present a review of typical text and image retrieval approaches in state-

of-the-art video retrieval systems. Several video-specific issues have been extensively

investigated, such as the choice of text sources and the temporal expansion methods. In

order to provide a fair comparison, we conduct a number of retrieval experiments on

TRECVID video data sets to corroborate our conclusions. We also briefly discuss an

emerging retrieval approach based on high-level semantic concepts, called concept-based

video retrieval, as well as the strategies to combine multiple retrieval outputs from dif-

ferent modalities. Note that we do not aim to completely cover the entire area of video

retrieval (only broadcast news video is discussed rather than other genres), neither do we

intend to present an exhaustive survey on all the individual components of video retrieval

systems (the discussions on several related aspects are left out, such as human-computer

interface, data indexing, storage and so forth). Instead, our goal is to present a broad

overview of the standard text and image retrieval approaches on broadcast news video, and

provide a series of experimental results to justify their advantages and disadvantages.

1.  Find shots of Yasser Arafat.
2.  Find shots of a rocket or missile taking off.
3.  Find shots of the Tomb of the Unknown Soldier at Arlington National Cemetery.
4.  Find shots of the front of the White House in the daytime with the fountain running.

Fig. 2 Text query examples from TRECVID 2003

Fig. 3 Image query examples of ‘‘Find the Tomb of Unknown Soldiers at Arlington National Cemetery’’
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The rest of this paper is organized as follows. Section 2 provides a brief review of the

TRECVID evaluation and its video collections, which serve as the testbeds for us to design

retrieval experiments. Then, the content description is decomposed into three parts. In

Sect. 3, we discuss four aspects of text retrieval approaches, i.e., retrieval models, text

sources, temporal expansion window and query expansion strategies. In Sect. 4, we discuss

image retrieval approaches by image features, distance metrics and query fusion methods.

In Sect. 5, we discuss the concept-based video retrieval and multimodal combination

strategies. Finally, we conclude the paper in Sect. 6.

2 Brief review on TREC video retrieval evaluation

The National Institute of Standards and Technology (NIST) has sponsored the annual Text
REtrieval Conference (TREC) to encourage research within the information retrieval

community by providing the infrastructure and benchmark necessary for large-scale

evaluation of retrieval methodologies. In 2001, NIST started the TREC Video Track (now

referred to as TREC Video Retrieval Evaluation, a.k.a. (TRECVID); Smeaton and Over

2003) to promote progress in content-based video retrieval via an open, metrics-based

evaluation, where the video corpora have ranged from documentaries, advertising films,

technical/educational material to multi-lingual broadcast news. Since 2003 TRECVID

spun off as a separate and independent entity, which is co-located with TREC every year.

The international participation of TRECVID has rapidly grown from 12 organizations and

academic institutions in 2001 to 62 in 2005 (Smeaton et al.2006).

The TRECVID forum defined a number of tasks, including shot detection, story seg-

mentation, semantic feature extraction and automatic/manual/interactive search. Among

them, the search tasks in TRECVID are extensions of their text analogues from previous

TREC evaluations. Participating groups are required to index a given test collection of

video data and return lists of relevant clips. The search topics are designed as multimedia

descriptions of an information need, which might contain not only text keywords but also

possibly video, audio and image examples. Typically, the topics include requests for some

specific items, specific people, specific facts, instances of categories and instances of

activities. By analogy to ‘‘document‘‘ in text retrieval, TRECVID adopts the basic video

units to be retrieved as video shots, which is defined as a single continuous camera

operation without cut, fade or dissolve. To simplify ranking, the rank lists contain only up

to N shots relevant to the query where N = 100 for 2002, N = 1,000 for 2003 and 2004.

The shot boundaries and the ground truth of search results are officially provided. The

ground truth is pooled from all the submissions.

The search task distinguishes between (1) interactive approaches, where a user can

interact with the system repeatedly to locate the relevant shots, (2) manual approaches,

where a user is only allowed to modify the query before submitting it to the retrieval

system, and (3) automatic approaches, where systems must directly parse the queries and

provide the relevant results. Precision and recall are two central criteria to evaluate the

performance of retrieval algorithms. Precision is the fraction of retrieved documents that

are relevant. Recall is the fraction of relevant documents that are retrieved. NIST also

defines another measure of retrieval effectiveness called non-interpolated average preci-

sion over a set of retrieved documents (shots). Let R be the number of true relevant

documents in a set of size S, L be the ranked list of documents, and Rj be the number of

relevant documents in the top j documents. Let Ij = 1 if the jth document is relevant and 0
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otherwise. The non-interpolated average precision (AP) is then defined as 1
R

PS
j¼1

Rj

j � Ij.

Mean average precision (MAP) is the mean of average precisions over all queries.

Providing one of the largest publicly available video collections with manual annota-

tions, TRECVID has become a standard large-scale testbed for the task of video retrieval.

Each video collection of TRECVID’03–’05 is split into a development set and a search set

chronologically by source. The development sets are used as the training pool to develop

automatic indexing/retrieval algorithms in low-level video feature extraction, high-level

semantic feature extraction and search tasks. The search sets mainly serve as testbeds for

evaluating the performance of retrieval systems. In Table 1, we list the statistics for all the

data collections and their abbreviations used in the following experiments. We also provide

additional information of these TRECVID video collections as follows

– TRECVID2002: In this collection, NIST defined 25 search topics to find within a search

test collection of 40.12 h of video from the Prelinger Archives and the Open Video

archives. The material consists of advertising, educational, industrial, and amateur

films produced between the 1910s and 1970s. The search test collection was delineated

into 14,524 video shots as the common shot reference.

– TRECVID2003: In this collection, NIST defined another 25 search topics and provided

120 h (240 30 min programs) of ABC World News Tonight and CNN Headline News

recorded by the Linguistic Data Consortium from late January through June 1998,

along with 13 h of C-SPAN programming mostly from 2001. Among them, 6 h were

used for shot boundary detection, and the reminder was split into a development set

including 47,531 shots representing 62.2 h of video and a search set including 75,850

shots representing 64.3 h of video. The TRECVID organizers also provided an official

keyframe for each shot from this year.

– TRECVID2004: In this collection, 25 search topics were defined. NIST provided a new

set of approximately 70 h (48,818 shots) of video as the search set, captured by the

Linguistic Data Consortium during the last half of 1998 from both CNN Headline

News and ABC World News Tonight. The data was used with the TRECVID2003 data

as the development set, so that investments in annotating and truthing the news genre

can be reused and iteratively improved. The Informedia project (Wactlar et al.1999)

provided a large set of low-level features for the 2004 development data as a common

reference.

– TRECVID2005: In this collection, 24 search topics were defined. The video collection

included a 170 h (nearly 150,000 shots) multilingual news video captured from

MSNBC (English), NBC Nightly News (English), CNN (English), LBC(Arabic),

CCTV(Chinese) and NTDTV (Chinese). Among them, 6 h of video were used for shot

Table 1 Labels of TRECVID video collections and their statistics

Collection No. of queries No. of shots Duration (h) Explanation

t02s 25 24,263 40.12 TREC’02 search set

t03d 25 47,531 62.20 TREC’03 development set

t03s 25 75,850 64.30 TREC’03 search set

t04d 24 124,097 127.00 TREC’04 development set

t04s 24 48,818 70.00 TREC’04 search set

t05d 24 74,532 80.00 TREC’05 development set

t05s 24 77,979 80.00 TREC’05 search set
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boundary detection, and the reminder was split into a development set including 74,532

shots representing 80 h of video and a search set including 77,979 shots representing

another 80 h of video.

3 Text retrieval

As one of the most important retrieval components for video retrieval, text retrieval aims to

retrieve a number of top-ranked video documents based on the similarity between query

keywords and text features of documents. Textual features can be extracted from a number

of information sources such as speech transcripts, closed captions and video optical

character recognition. They are usually the least complex features to process and analyze.

They are also reliable in handling semantic queries for broadcast news video (Hauptmann

and Christel 2004). However, textual features also suffer from several drawbacks. For

instance, they are noise-prone due to feature generation errors, and they do not always

convey visual content on the screen, especially for dialogue-based genres such as movies,

sitcoms and documentaries. In this section, we describe several key components of text

retrieval, including retrieval models, text sources, temporal expansion strategies and query

expansion approaches. For each component, we discuss the strengthes/weaknesses of its

possible configurations and evaluate its retrieval performance using the TRECVID

collections.

3.1 Retrieval Models

The state-of-the-art text retrieval algorithms typically fall into one of the following two

categories, i.e., vector space models and probabilistic models. In vector space models,

relevance between a document d and a query q is defined based on a distance measure on a

high-dimensional term vector space. In contrast, classical relevance-based probabilistic

models consider the difference of term distribution between relevant documents and non-

relevant documents. Beyond relevance-based probabilistic models, language-model based

probabilistic retrieval models assume that a query is generated by combining a language

model estimated on the current document and a smoothed model estimated on the entire

collection. Previous experiments (Ponte and Croft 1998) have shown that vector space

models and probabilistic retrieval models perform roughly on par with each other. In this

section, instead of investigating all possible retrieval models, we only discuss the most

representative models and use the standard parameters to evaluate them in video collec-

tions. A more complete survey of text retrieval models can be found in (Kraaij 2004).

3.1.1 Vector space model

Formally, vector space models represent each document Dk (the kth document) and query Q
as a vector w.r.t. indexed terms, Dk = [dk0, dk1, ., dkW], Q = [q0, q1, ., qW], where dki is the

weight associated with the ith indexed term for Dk and qi is the weight associated with the ith

term for Q. Typically the term weights are very sparse, and thus most weights are equal to

zero. The query-document similarity can be computed using the inner product between their
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term weights, simðQ;DkÞ ¼
PW

i¼1 qidki. The simplest approach to design term weights is to

associate each term with a binary value {0, 1} according to the term presence. However,

term weights do not need to be binary. Instead, term weights can be any positive real values

that encode distribution information of the indexed words. For example, one of the most

popular term weighting schemes is called tf.idf (Salton 1989), which suggests term weights

are proportional to the frequency of the term occurrence within a document, and inversely

proportional to the number of documents where the terms appear. Usually, the idf term is

converted to its logarithmic value to make it comparable to the tf term. By multiplying these

two factors together, we can derive the following similarity measure,

simðQ;DkÞ ¼
XW

i¼1

qtf
i � q

idf
i � d

tf
ki � d

idf
ki :

Another dimension of designing term weights is the document length normalization

scheme that attempts to eliminate the effects of heterogeneous length distribution of text

documents. They are useful because if no document length normalization is applied, the

retrieval results tend to be biased to long documents that contain more content words to

match. The most well-known document length normalization schemes are the Cosine

similarity normalization (Buckley and Walz 1999) and the pivoted document length nor-

malization (Singhal et al.1996). The Cosine similarity normalization divides the term

weights of kth document by a factor of
ffiffiffiffiffiffiffiffiffiffiffiffiffiP

i d2
ki

p
so that the sum of squared term weights

are normalized to 1. Despite the intuitive explanation, it was found that the Cosine nor-

malization scheme was not always optimal in practical datasets like TREC collections

(Buckley and Walz 1999). One problem is that long documents in these collections contain

many unique terms with misspellings and thus they become unretrievable due to the low

term weights. As a better alternative, pivoted normalization proposed by Singhal et al.

(1996) intends to normalize the document vectors by a factor of (1�s)p + sVd, where Vd is

the document length and two other parameters are slope s and pivot p. It is designed in a

way to boost the retrieval scores of short documents and decrease the scores of long

documents. The parameters of pivoted normalization can be pre-defined or learned on a

previous collection. This type of normalization has been proved to be successful in

practice, although the motivation is not as elegant as Cosine normalization.

3.1.2 Probabilistic models and okapi models

In contrast to vector space models which have a less elegant theoretical basis, probabilistic

models provide a more principled framework by translating information retrieval into an

uncertainty inference problem. The underlying principle for probabilistic models is called

the Principal ranking principle (Robertson 1977), which suggests sorting documents by the

log-odds of relevance. If we define R as the binary relevance variable where R = 1 means

the document D is relevant to Q and vice versa, the log-odds ratio can be defined as

log
PðR¼1jD;QÞ

PðR¼�1jD;QÞ. Given this general principle, we can categorize probabilistic models into

three classes,

– Probabilistic relevance model (Robertson and Sparck Jones 1977; Robertson

et al.1992): document relevance is estimated given the distributions of indexed terms

in relevant documents and irrelevant documents;
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– Inference based model (Turtle 1991): the retrieval problem is formulated as a Bayesian

inference network;

– Language-model based model (Ponte and Croft 1998; Zhai and Lafferty 2001): the

query is generated by a statistical language model on the given document.

The simplest probabilistic relevance model is the binary independence retrieval (BIR)

model (Robertson and Sparck Jones 1977). In this model, each document is represented as

a binary vector of the term presence/absence where all the information of term frequencies

is discarded. To estimate the term weights, BIR proceeds by inverting the position of R and

D based on Bayes rule and estimating the generative probabilities of document D in

relevant and irrelevant documents. But the BIR model has its own limitations, e.g., it only

considers the binary presence of indexed terms with frequency information discarded. To

address this, Robertson and Walker (1994) considered a series of approximations to a new

probabilistic model based on two Poisson distributions and finally proposed a series of

retrieval models named the Okapi models. Among them, the best known Okapi model is

the BM25 version (Robertson et al.1992),

XNq

i¼1

s1s3 �
dtf

ki

dtf
ki þ Kc

� log
N � nþ 0:5

nþ 0:5
� qtf

i

qtf
i þ k3

 !

þ k2 � jQj
D� d

Dþ d
; ð1Þ

where Kc = k1((1�b) + bd/D), k1, k2, k3, s1, s3, b are the predefined constants that have to

be decided empirically, d is the document length, D is the average document length, |Q| is

the number of query terms, n is the number of documents containing the query term qi and

N is the size of document collections. It can be found that several tuning parameters in

Eq. 1 are needed to be determined empirically. Researchers have come up with a simplified

retrieval model as follows by setting k2 = 0, b = 0.75, k1 = 2, s1 = 1, s3 = k3 + 1, k3 = ?
and leaving out the document length correction component,

XNq

i¼1

qtf
i �

dtf
ki

dtf
ki þ 2� ð0:25þ 0:75� d

DÞ
� log

N � nþ 0:5

nþ 0:5

 !

; ð2Þ

this variant, also known as the SMART version of BM25 model (Kraaij 2004), has been

widely applied in previous work. The document length normalization in this variant reflect

the intuition that the longer the text document, the greater the likelihood that a particular

query term will occur by chance. More details about the Okapi retrieval models can be

found at (Robertson et al.1992).

Recently, statistical language modeling approaches (Ponte and Croft 1998; Zhai and

Lafferty 2001) have emerged as a new probabilistic model for information retrieval, which

stems from its earlier counterparts in the field of speech recognition. In this approach, each

document is associated with a language model which is a probability distribution over

terms. The document ranking is determined by the conditional probability of the query

given the language model of documents. Formally, the conditional probability of query Q
given a document D is defined as, PðQjDÞ ¼ Pðq1; q2; . . .; qnjDÞ ¼

QN
t¼1 PðqjjDÞ; where

the last step is derived based on the independence assumption of query terms given the

document language model. Typically, language models from documents could be built

efficiently and its performance is demonstrated to be on par with the vector space model.

Although lack of the notion of relevance in the language modeling approaches is a setback

for some applications such as relevance feedback, Lafferty and Zhai (2003) showed that

relevance can be represented as an implicit variable in modeling and thus what we are
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actually estimating is P(Q|D,R). To put another way, language modeling and relevance-

based probabilistic models are actually two sides of the same coin. Since language mod-

eling retrieval approaches provide such a formal framework for information retrieval, they

have been successfully applied in several other retrieval tasks. For example, these

approaches have gained its success in multimedia retrieval (Westerveld 2004; Iyengar

et al.2005) by jointly modeling text features with multinomial distributions and image

features with mixture of Gaussian distributions.

In the following experiments, we choose retrieval models from the Okapi family

(Robertson et al.1992) to represent the entire set of probabilistic retrieval models, because

they have been proved to effective in text retrieval on a variety of data collections. Besides,

Okapi models have been adopted in most of the state-of-the-art video retrieval systems

(Hauptmann et al.2004; Amir et al.2003; Chua et al.2004; Adcock et al.2004; Snoek et

al.2004; Rautiainen et al.2004a; Kennedy et al.2005; Gaughan et al.2003) However, we

also realized that statistical language modeling approaches have recently become more

popular due to its elegant statistical foundation and comparable performance with the

Okapi function (Lafferty and Zhai 2003; Westerveld 2004; Cooke et al.2004; Srikanth

et al.2005). But due to space limit, we leave the evaluation of language-model based

approaches to future work.

3.1.3 Experiments

To evaluate the performance of various retrieval models, we designed a series of experi-

ments on the TRECVID ’02–’05 collections. For each query topic, the relevance judgment

on search sets was officially provided by NIST and the judgment on development sets was

collaboratively collected by several human annotators using the Informedia client (Hau-

ptmann et al.2004). All available text sources in the video collections were indexed to be

searchable by the retrieval algorithms. More details of these text sources can be found in

the next section.

In each collection, text query keywords are automatically extracted by extracting the

noun phrases from the original TRECVID query description. In order to compare the

retrieval performance in a finer granularity, we manually assigned each query into one of

the five query classes, that is, named person, named objects, general objects, sports and

others. As a preprocessing step, frequent words from a stopword list were removed from

both documents and queries. The Porter stemming algorithm was applied to remove

morphological variants. Moreover, because the temporal proximity in the video collection

is a strong hint to indicate semantic content closeness (Hauptmann and Christel 2004), the

retrieval scores were also propagated to a number of nearby documents so as to capture

temporal relations within neighbor shots.

As shown in Table 2, we implemented five retrieval methods based on both the vector

space models and the probabilistic models. Two of them belong to the variants of BM-25

Okapi models which includes the aforementioned SMART version BM-25 model (Okapi-
SM) and a BM-25 model with different parameters setting k1 = 1, b = 0.5 in order to

reduce the effect of document length normalization (Okapi-LM). The other three models

are based on the vector space models that can be represented using the six-digit SMART

codes (Buckley and Walz 1999), i.e., lnn.ntn with idf and log-tf weights, nnp.ntp with idf

weights and pivot length normalization where s = 0.2 and p is average document length

and nnn.ntn with idf weights. For each retrieval method, we reported their mean average
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precision (MAP), mean precision at 30 documents (P30) and mean precision at 100 doc-

uments (P100) over all queries. The MAP of each query type are also reported.

By comparing these five retrieval approaches, we can observe that both Okapi models

outperform the vector space models in almost all the cases w.r.t. MAP, Prec30 and

Prec100, especially on the TRECVID’02-’04 collections. This observation is consistent

with previous TREC ad-hoc retrieval results (Robertson et al.1992) which demonstrated

the effectiveness of Okapi models in large scale text collections. Moreover, out of the three

Table 2 Comparison of text retrieval models

Data Method MAP P30 P100 Person S-Obj G-Obj Sports Others

t05s Okapi-SM 0.069 0.174 0.162 0.144 0.058 0.016 0.069 0.017

Okapi-LM 0.067 0.171 0.160 0.141 0.056 0.016 0.064 0.016

nnn.ntn 0.074 0.172 0.162 0.159 0.057 0.016 0.081 0.016

lnn.ntn 0.070 0.174 0.161 0.149 0.057 0.016 0.072 0.016

nnp.ntp 0.074 0.174 0.164 0.158 0.057 0.016 0.083 0.016

t04s Okapi-SM 0.078 0.178 0.105 0.189 0.000 0.039 0.047 0.041

Okapi-LM 0.079 0.180 0.105 0.192 0.000 0.039 0.047 0.042

nnn.ntn 0.072 0.154 0.100 0.169 0.000 0.039 0.043 0.040

lnn.ntn 0.078 0.171 0.104 0.186 0.000 0.040 0.046 0.041

nnp.ntp 0.071 0.152 0.097 0.170 0.000 0.038 0.042 0.035

t03s Okapi-SM 0.150 0.184 0.120 0.372 0.237 0.067 0.033 0.007

Okapi-LM 0.151 0.187 0.120 0.375 0.245 0.066 0.032 0.008

nnn.ntn 0.123 0.168 0.111 0.262 0.217 0.065 0.035 0.006

lnn.ntn 0.142 0.183 0.119 0.339 0.235 0.064 0.037 0.007

nnp.ntp 0.122 0.168 0.111 0.259 0.219 0.063 0.033 0.006

t02s Okapi-SM 0.108 0.109 0.075 0.175 0.184 0.082 0.000 0.011

Okapi-LM 0.107 0.113 0.074 0.174 0.184 0.081 0.000 0.011

nnn.ntn 0.101 0.109 0.073 0.135 0.180 0.085 0.000 0.008

lnn.ntn 0.101 0.109 0.074 0.134 0.182 0.082 0.000 0.010

nnp.ntp 0.097 0.101 0.069 0.120 0.180 0.081 0.000 0.009

t05d Okapi-SM 0.032 0.065 0.058 0.077 0.015 0.006 0.022 0.009

Okapi-LM 0.031 0.064 0.057 0.073 0.017 0.010 0.021 0.009

nnn.ntn 0.036 0.082 0.061 0.093 0.013 0.004 0.026 0.009

lnn.ntn 0.033 0.069 0.058 0.082 0.014 0.004 0.023 0.009

nnp.ntp 0.036 0.082 0.062 0.093 0.013 0.004 0.027 0.009

t04d Okapi-SM 0.073 0.097 0.075 0.130 0.000 0.061 0.077 0.036

Okapi-LM 0.074 0.101 0.075 0.136 0.000 0.068 0.073 0.031

nnn.ntn 0.065 0.088 0.075 0.116 0.000 0.050 0.063 0.042

lnn.ntn 0.072 0.092 0.073 0.121 0.000 0.057 0.076 0.045

nnp.ntp 0.066 0.076 0.075 0.124 0.000 0.050 0.064 0.037

t03d Okapi-SM 0.092 0.077 0.051 0.185 0.102 0.080 0.048 0.009

Okapi-LM 0.095 0.077 0.053 0.190 0.112 0.082 0.049 0.009

nnn.ntn 0.078 0.049 0.045 0.172 0.038 0.085 0.047 0.009

lnn.ntn 0.083 0.069 0.049 0.178 0.065 0.080 0.049 0.009

nnp.ntp 0.076 0.051 0.046 0.172 0.033 0.084 0.047 0.009

The model(s) with the highest MAP is bolded for each collection
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vector space models, the one using logarithm term frequency and idf weights produces a

comparable performance with the Okapi retrieval models. In fact, the Okapi models and

the log-tf model share a common property that term frequency has relatively lower

influences in the retrieval function as compared to ‘‘raw‘‘ term frequency in other models.

This shows the usefulness of normalizing term frequency to a certain range. It also partially

explains the popularity of selecting a logarithm tf weighting scheme in the vector space

models. However, there are some exceptions where the Okapi and log-tf models do not

work well, i.e., the t05d/t05s collections, where several closely related text sources are

generated using multiple versions of speech recognizers and machine translators provided

by NIST, Microsoft, Sphinx and CMU ISL (Hauptmann et al.2005). In this case, the raw

term frequency tf turns out to be a more useful factor with high recognition/translation

errors but multiple complementary sources. But it is worth pointing out that the differences

between these retrieval methods are not statistically significant1. More experiments are

needed to further clarify the advantages and disadvantages between retrieval models.

Along another line, we notice that the retrieval performance is relatively insensitive to

the choice of document length normalization schemes. This is due to the fact that text

length in video documents is relatively stable in contrast to regular text documents, which

can have very skew length distribution. Finally, the last couple of columns allows us to

further analyze the retrieval models across query types. Roughly speaking, text retrieval

methods are most effective for the queries of finding persons and sometimes finding

specific objects, because in these cases the information needs are clearly defined as terms

to be retrieved, and thus the relevant shots will be around the associated texts, as long as

the words are mentioned in the video. However, the other three types of queries gain less

benefit from text retrieval, because their information needs are usually less related to text

keywords. For example, the information need of ‘‘finding a roundtable meeting with a large

table’’ would be much more difficult to be captured by text than that of ‘‘finding Hu Jintao,

President of China‘‘. For these query types, we should consider incorporating other

modalities to improve retrieval performance.

3.2 Text sources

Text data in video collection are not always generated from a single source. Instead, a lot

of video corpora, such as broadcast news, can be associated with multiple text sources

extracted via either manual annotation or some well-established automatic techniques, such

as audio signal processing or visual appearance analysis. Given a large number of text

sources available, it is interesting to study what are distinctive properties for each type of

text information and which text source can contribute most to video retrieval. Generally

speaking, the text sources span several dimensions as follows: (Smeaton and Over 2003)

– Closed captions (CC) which contain the accurate spoken text written by a person;

– Automatic speech transcripts (ASR) which are converted from raw audio signals by

speech recognizers;

– Video optical character recognition (VOCR) extracted from the text visible in the

screen;

– Production metadata such as titles, published descriptions of the video and audio

description for movies.

1 In this paper, we compute the p-value using a sign test and set the significant level to be 1%.
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Figure 4 shows some examples of the text sources mentioned above. Unlike traditional

text collections, most text sources from video are more or less noisy because of either

human annotation errors or automatic processing mistakes. Among them, CC is the most

complete and accurate source with the lowest word error rate. Unfortunately, CC is not

always available for retrieval, unless the video collections have been manually transcribed

or captioned with keywords before the retrieval process. Although a considerable fraction

of the television broadcasts have manual transcription nowadays, a much larger number of

video collections are unfortunately not transcribed because of the high cost of human

transcription (Hauptmann 2006).

When CC is not available, ASR is often extracted as an important supplementary text

source, which is obtainable through automatic speech recognition (Huang et al.1993;

Gauvain et al.2002). Although ASR might have a large number of recognition errors,

previous experiments (Hauptmann 2006) showed that as long as speech recognition has a

word error rate lower than 35%, the retrieval performance using spoken documents is only

3–10% worse than that using perfect text transcripts. Moreover, at times the speech

transcripts can be improved based on evidence from other modalities. For instance, Yang

et al. (2003) attempted to correct non-English names by matching them with VOCR text. It

is also worth pointing out that even when CC is available, the retrieval system might still

need to consult the corresponding time alignment information from ASR to synchronize

CC with the spoken words. All of these factors have made speech transcripts one of the

most indispensable text sources in video retrieval systems.

Another textual feature can be derived visually by extracting the overlayed text pre-

sented in the video images via video optical character recognition (VOCR) techniques

(Hua et al.2001; Sato et al. 1998; Chen and Odobez 2005). VOCR is a useful tool to

capture people names, event names, location names, as well as product names in com-

mercials that are sometimes not explicitly mentioned in the transcript. A complete survey

of VOCR related approaches can be found at (Lienhart 2003). VOCR technologies have

been commercially available for a long time, but unfortunately their output often exhibits a

high error rate. For example, the word accuracy of VOCR on the TRECVID’01 video

collection is estimated to be as low as 27% (Hauptmann et al.2003b). To address this issue,

several text correction methods have been proposed to post-process and correct the errors.

Among them, dictionary-based correction (Hauptmann et al. 2003b) that expands VOCR

words into its other possible spelling based on a dictionary such as MS Word has been

demonstrated to be an effective correction approach.

3.2.1 Experiments

In this section, we evaluate five different configurations of the text sources in order to

explore the characteristics of each text source for video retrieval. The Okapi-SM retrieval

VOCR: WeE! Fiighht
ASR: Microsoft the rest of the. Should we be afraid
of this computer? is there reason to be great?
CC: Microsoft and the rest of us. Should we be afraid
of this computer giant? is there reason to be grateful?

Fig. 4 Examples of three different types of text sources: VOCR, ASR, and CC
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model is used as the baseline retrieval method. Not all the text sources are available in

every video collection. In the collection t02s, the available sources are ASR, VOCR and

production metadata. In the other collections, no production metadata is officially pro-

vided, but CC are obtainable in the TRECVID’03–’04 collections. In the following

experiments, CC and production metadata are officially provided by NIST. The ASR is a

mixture of the NIST-provided transcripts and the outputs from a large vocabulary, speaker

independent speech recognizer with the word error rate around 30% (Huang et al.1993).

The VOCR transcript is generated by commercial OCR software which process the filtered

images of alphanumeric symbol into text. The screen text is further improved through the

use of dictionaries and thesauri (Hauptmann et al.2003a).

Table 3 compares the text retrieval performance on various sources. As expected, if

only one text source is chosen, the CC usually provides the best retrieval results due to its

low transcription error rate. However, by comparing mean average precision based on ASR

and CC, we can find that their performance are roughly on par with each other (with a

difference around 2% w.r.t. MAP), which justify the use of ASR even if they come with a

lot of mis-recognition errors. Also, it is not surprising to observe that VOCR produces the

worst MAP among all text sources, because it has a high recognition error and the textual

information represented in the screen is often too concise for retrieval purpose. VOCR

tends to be more useful for the queries of finding persons than other query types due to the

frequent appearance of person names on the screen. The production metadata provided in

TREC’02 is useful but less effective than ASR, because they contain less useful semantic

content in the shot level. Finally, we found that combining two or more different text

sources almost always achieves a higher performance than using any of the single sources

because they generally contain complementary information. For example, in the collection

t03s the configuration that combines all three sources (CC, ASR, and VOCR) together

brings a 3.1% MAP improvement over the configuration using closed captions alone. The

only exception is in the collection t02s, where the performance drops significantly when

VOCR adds in. This is because the unexpected low performance of VOCR introduces too

much noisy information and thus dilutes the better retrieval outputs offered by other

sources.

3.3 Temporal expansion window

In contrast to traditional text collections, video collections have a very distinctive property

which might greatly compromise the retrieval performance based on textual features, i.e.,

the misalignments between relevant video shots and relevant keywords in the corpus. This

timing inconsistency between visual appearance and text keywords can partially be

explained by the ‘‘grammar’’ in the video production, where the narrative text is designed

to introduce or summarize the nearby events shown in a temporal proximity. For example,

in TV news video, an anchorperson or a reporter might summarize the news at the

beginning followed by the shots of news events and important persons, resulting in a major

time offset between the keywords and the relevant video clips. There are also cases where

words may be spoken in the transcript with no associated video clips present, e.g., a news

anchor might discuss a story for which no video clips are available. This issue will become

more serious when we are dealing with ASR and CC rather than VOCR. Based on the

statistics provided by Yang et al. (2004), in more than half the cases the relevant shots do

not show up in the same shot where the query keywords are mentioned, but before or after

the shot.
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Generally speaking, there are no simple patterns that can accurately detect such kinds of

timing misalignments, but it is arguable that the correct shots are likely to appear in the

temporal proximity of the locations where query keywords are mentioned (Hauptmann and

Christel 2004). This claim can be confirmed by the successes of extant temporal video

browsers that display video shots to users in a temporal order (Christel and Martin 1998;

Rautiainen et al.2004b; Snoek et al.2004). Therefore, we can make a legitimate assump-

tion that the closer the shot is to the keyword occurrences, the more possible it has the

correct visual appearance. Under this assumption, one common solution to overcome the

misalignment problem is to pose an ‘‘bell-shape‘‘ temporal expansion window on top of the

text retrieval results, i.e., add the text retrieval scores of a shot to its nearby shots

Table 3 Comparison of text sources

Data SRC MAP P30 P100 Person S-Obj G-Obj Sports Others

t05s A 0.064 0.161 0.158 0.137 0.053 0.015 0.055 0.016

V 0.029 0.103 0.063 0.053 0.036 0.001 0.044 0.003

A,V 0.069 0.174 0.162 0.144 0.058 0.016 0.069 0.017

t04s C 0.073 0.175 0.105 0.158 0.000 0.046 0.056 0.038

A 0.050 0.120 0.080 0.121 0.000 0.022 0.035 0.025

C,A 0.073 0.167 0.101 0.165 0.000 0.039 0.050 0.044

V 0.019 0.055 0.022 0.065 0.000 0.002 0.000 0.003

C,A,V 0.078 0.178 0.105 0.189 0.000 0.039 0.047 0.041

t03s C 0.117 0.176 0.112 0.263 0.176 0.069 0.039 0.007

A 0.103 0.157 0.106 0.157 0.238 0.060 0.022 0.005

C,A 0.118 0.177 0.113 0.236 0.211 0.067 0.034 0.007

V 0.051 0.033 0.018 0.164 0.075 0.007 0.000 0.005

C,A,V 0.150 0.184 0.120 0.372 0.237 0.067 0.033 0.007

t02s A 0.141 0.135 0.072 0.272 0.177 0.126 0.000 0.009

P 0.105 0.124 0.080 0.132 0.170 0.102 0.000 0.009

A,P 0.141 0.155 0.088 0.265 0.184 0.128 0.000 0.010

V 0.002 0.012 0.007 0.002 0.001 0.001 0.000 0.003

A,P,V 0.108 0.109 0.075 0.175 0.184 0.082 0.000 0.011

t05d A 0.030 0.067 0.058 0.075 0.009 0.007 0.022 0.009

V 0.011 0.029 0.018 0.012 0.037 0.000 0.002 0.000

A,V 0.032 0.065 0.058 0.077 0.015 0.006 0.022 0.009

t04d C 0.071 0.086 0.070 0.120 0.000 0.061 0.068 0.045

A 0.057 0.093 0.066 0.103 0.000 0.062 0.033 0.027

C,A 0.074 0.092 0.073 0.125 0.000 0.062 0.077 0.043

V 0.009 0.037 0.015 0.031 0.000 0.005 0.000 0.000

C,A,V 0.074 0.097 0.075 0.130 0.000 0.061 0.077 0.036

t03d C 0.069 0.067 0.046 0.083 0.021 0.119 0.050 0.009

A 0.051 0.059 0.040 0.093 0.028 0.063 0.043 0.006

C,A 0.068 0.071 0.048 0.110 0.031 0.096 0.048 0.009

V 0.043 0.027 0.015 0.101 0.079 0.016 0.011 0.000

C,A,V 0.092 0.077 0.051 0.185 0.102 0.080 0.048 0.009

The second column indicates the available text sources. A, automatic speech transcript; C, closed caption; P,
production metadata; V, video OCR
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multiplied by some discount factors a, which is monotonically decreasing with a larger

shot-keyword distance. The effectiveness of such a temporal expansion treatment has been

demonstrated in many previous studies (Yang et al.2004; Rautiainen et al.2004a; Foley

et al.2005). In the literature, there exist multiple options for choosing the shape of discount

factors, such as using a manual pre-defined windowing function (Foley et al.2005), a

Gaussian distribution function (Yang et al.2004), an exponential distribution function

(Rautiainen et al. 2004a) and an absolute discount which fixes the discount factor a to the

inverse absolute of the shot distance ds+1 (as = 1/|ds + 1|).

3.3.1 Experiments

Two factors are needed to decide in a temporal expansion process, i.e., the form of discount

factors and the temporal expansion window size. But to avoid explosive combinations of

experimental configurations, we specifically adopt the absolute discounting schemes in the

following discussions and leave the evaluations of other discount factors in the future

work. Therefore, we only have to set the expansion window size that controls how many

shots before and after the retrieved shots are expanded by adding the additional discounted

retrieval scores.

The effect of varying expansion window size is compared in Table 4. The following

window sizes have been chosen in our experiments, i.e., 0, 1, 2, 5, 10, and 15. The third

column in Table 4 shows that the retrieval performance in terms of mean average precision

can always become higher with a larger expansion size and the performance improvement

is statistically significant. The improvement is much more considerable when the expan-

sion window size is less than 5, while the performance is gradually saturated to an

asymptotic level afterwards. Not surprisingly, the major performance growth factor for a

larger window size can be traced to a higher overall recall rate brought by more shots

expanded (e.g., the recall at 1,000 shots in t05s grows from 14.5 to 31.2% with an

expansion size of 5 shots), while the change in the overall precision is not as obvious as

recall in these collections.

Given that most of our collections are news video archives, we also compare the

following two settings: allow the shots outsides the same story boundaries to be expanded

(No limit) and not allow them to be expanded (Limit to story boundary)2. This com-

parison could give us some evidence if the misalignments between relevant video clips and

relevant keywords would go beyond news story boundaries. As shown in the Table 4,

limiting the expansion within story boundaries ‘‘Limit to story boundary’’ almost always

produces better MAP than the other case ‘‘No limit‘‘. Even worse, sometimes expanding

more video shots in the setting of ‘‘No limit’’ might compromise the retrieval results such

as in collection t03s. This series of experiments suggest that we should not expand retrieval

results to the video shots outside the story where the relevant keywords are found.

3.4 Query expansion

Most users begin their retrieval process without knowing detailed collection information

and retrieval environment. At first, they usually find it difficult to formulate a query that

2 A news story is defined as a segment of a news broadcast with a coherent news focus which contains at
least two independent, declarative clauses (Smeaton and Over 2003)
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well satisfies their information need, and then they will iteratively refine the queries until

the retrieval purpose is achieved. This suggests us to consider an iterative query refinement

process that can re-construct the query representation in the hope of retrieving additional

useful documents. Due to the problem of short document length and high transcription

errors in the text sources of video collections, query reformulation becomes more useful

because they can capture the exact information needs and introduce additional retrieval

information from users or external sources. Two basic query reformulation approaches are

Table 4 Comparison of expansion window sizes

Data Size Limit to story boundary No limits

MAP P30 P100 R1000 MAP P30 P100 R1000

t05s 0 0.024(+0%) 0.144 0.103 0.145 0.024(+0%) 0.144 0.103 0.145

2 0.047(+95%) 0.156 0.143 0.267 0.044(+83%) 0.144 0.133 0.268

5 0.060(+153%) 0.171 0.154 0.312 0.055(+130%) 0.150 0.142 0.319

10 0.069(+188%) 0.174 0.162 0.340 0.061(+154%) 0.158 0.149 0.349

15 0.072(+201%) 0.172 0.163 0.353 0.063(+161%) 0.158 0.151 0.356

t04s 0 0.055(+0%) 0.141 0.088 0.243 0.055(+0%) 0.141 0.088 0.243

2 0.071(+29%) 0.152 0.103 0.333 0.071(+29%) 0.154 0.103 0.336

5 0.076(+39%) 0.170 0.105 0.360 0.077(+41%) 0.172 0.105 0.367

10 0.078(+43%) 0.178 0.105 0.360 0.079(+45%) 0.180 0.103 0.369

15 0.079(+44%) 0.184 0.107 0.368 0.080(+45%) 0.183 0.107 0.362

t03s 0 0.102(+0%) 0.165 0.081 0.269 0.102(+0%) 0.165 0.081 0.269

2 0.135(+32%) 0.181 0.108 0.389 0.091(�10%) 0.148 0.080 0.295

5 0.144(+41%) 0.185 0.119 0.445 0.096(�5%) 0.137 0.081 0.343

10 0.150(+47%) 0.184 0.120 0.473 0.099(�2%) 0.141 0.080 0.385

15 0.150(+47%) 0.185 0.120 0.474 0.101(�0%) 0.139 0.083 0.409

t02s 0 0.061(+0%) 0.100 0.055 0.303 0.061(+0%) 0.100 0.055 0.303

2 0.093(+51%) 0.117 0.076 0.418 0.094(+53%) 0.112 0.072 0.436

5 0.104(+68%) 0.107 0.076 0.454 0.098(+60%) 0.097 0.075 0.473

10 0.108(+75%) 0.109 0.075 0.475 0.101(+63%) 0.087 0.072 0.486

t05d 0 0.012(+0%) 0.051 0.037 0.124 0.012(+0%) 0.051 0.037 0.124

2 0.021(+82%) 0.063 0.047 0.242 0.020(+67%) 0.060 0.046 0.245

5 0.028(+137%) 0.067 0.056 0.307 0.025(+113%) 0.058 0.049 0.314

10 0.032(+170%) 0.065 0.058 0.344 0.027(+131%) 0.060 0.053 0.346

15 0.033(+177%) 0.065 0.058 0.346 0.027(+132%) 0.060 0.053 0.329

t04d 0 0.040(+0%) 0.086 0.063 0.311 0.040(+0%) 0.086 0.063 0.311

2 0.059(+49%) 0.085 0.072 0.429 0.041(+2%) 0.075 0.057 0.366

5 0.068(+70%) 0.092 0.071 0.479 0.045(+12%) 0.076 0.056 0.413

10 0.073(+83%) 0.097 0.075 0.487 0.048(+21%) 0.079 0.058 0.434

15 0.073(+82%) 0.100 0.075 0.521 0.049(+23%) 0.083 0.058 0.459

t03d 0 0.070(+0%) 0.077 0.040 0.258 0.070(+0%) 0.077 0.040 0.258

2 0.085(+21%) 0.080 0.047 0.377 0.084(+19%) 0.079 0.047 0.373

5 0.087(+23%) 0.080 0.050 0.458 0.084(+19%) 0.077 0.049 0.425

10 0.092(+30%) 0.077 0.051 0.480 0.089(+26%) 0.079 0.052 0.463

15 0.092(+30%) 0.076 0.051 0.481 0.089(+26%) 0.076 0.052 0.469
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available, i.e., query expansion that expands new terms to the original query and term

reweighting that modifies the query term weights (Baeza-Yates and Ribeiro-Neto 1999). In

this section, we particularly focus on examining the effects of query expansion methods,

which can be grouped into three categories as follows (Baeza-Yates and Ribeiro-Neto

1999):

1. Methods based on manual adjustment or relevance feedback from users,

2. Methods based on the set of documents initially retrieved,

3. Methods based on global information from the entire document collection.

The most straightforward query expansion approach is to directly ask users to modify

the queries in each iteration. Users can provide additional keywords or substitute previous

keywords after reviewing initial retrieved documents. However, this process usually

requires intensive effort from users to come up with appropriate modifications. A more

user-friendly approach is to utilize relevance feedback to update query keywords. It begins

with asking users to label the relevant documents from an initial list of documents, extract

terms from the relevant documents and append additional terms to the query. One of the

earliest relevance feedback algorithms was proposed by Rocchio (1971). The feedback

iterations modify the query vectors by iteratively increasing the weights of terms contained

in positive documents and penalizing the terms in negative documents. Besides the explicit

feedback, White et al. (2006) consider the form of implicit feedback which monitors

searcher interaction with different representations of top-ranked documents and chooses

new retrieval strategies accordingly.

Unfortunately, relevance feedback requires additional manual inputs. Sometimes it is

more reasonable to expand queries in an automatic manner. To achieve this, we can adopt

(1) either a local strategy that explores information from initially retrieved documents, (2)

or a global strategy that analyzes document statistics based on the entire collection. The

essence of local strategies, a.k.a. pseudo-relevance feedback (PRF), is to utilize top

retrieved documents as positive examples to select discriminative query terms. In practice,

the idea of local analysis has been implemented in various forms for different retrieval

models. The classical probabilistic model takes feedback documents as positive examples

and estimates the model parameters using Bayesian rule (Robertson and Sparck Jones

1977). By combining global and local analysis, Xu and Croft (2000) proposed an effective

local analysis algorithm called local context analysis (LCA). In this work, several noun

groups are selected from the top ranked documents based on the passage co-occurrence of

query terms and introduced into the original query. Despite its popularity in the research

community, PRF is likely to deteriorate the retrieval performance when their underlying

assumption is violated, i.e., when top-ranked documents are irrelevant to the query.

In contrast to the local strategy, the global strategy is to expand the query description

using information from the entire collection or external thesaurus. One global technique is

to automatically create a domain-specific thesaurus based on global term-to-term simi-

larities (Qiu and Frei 1993) and use it to expand additional query terms based on their

similarities to the query keywords. Other well-known global techniques include latent

semantic indexing (Deerwester et al.1990), PhraseFinder (Jing and Croft 1994) and so

forth. However, these global analysis techniques must obtain statistics for each pair of

terms, which is computationally demanding especially for large text collections. Another

type of global analysis methods is to leverage external knowledge sources such as a co-

occurrence thesaurus or semantic network. An example of semantic network is WordNet

(Fellbaum 1998), an online lexical reference system. Based on these thesauri or semantic

networks, we can introduce related terms according to their relationship to the query terms.
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However, an external semantic network might not capture the exact term correlation for the

specific collections that we are dealing with.

A number of researchers have investigated query expansion techniques for video

retrieval. For instance, Chua et al. (2004) evaluated pseudo relevance feedback in the

TRECVID’04 dataset, which uses top retrieved documents to obtain a list of additional

query keywords and iterate the retrieval process. Their results showed that pseudo rele-

vance feedback can bring a small but not significant improvement over the non-feedback

baseline. Kennedy et al. (2005) augmented text retrieval results via two global analysis

approaches, i.e., leveraging external knowledge sources of WordNet and Google to enrich

the query representation. However, their work did not explicitly report the text retrieval

performance after query expansion. To account for high-level semantic concepts, Neo

et al. (2006) make use of the WordNet hierarchy and Resnik information-content metric to

estimate a heuristic combination weight for semantic concepts. It brings an additional 0.4

MAP improvement over the direct keyword matching approach. A more recent study

(Volkmer and Natsev 2006) compared three automatic query expansion techniques

including Rocchio-based query expansion, lexical-context based expansion and semantic

annotation-based expansion on the TRECVID datasets. Surprisingly, their experiments

have underscored the difficulty of automatic query expansion in video collections, because

only one out of three approaches can gain higher average precision than the non-expansion

baseline. However, they also suggested that combining both the retrieval results without

and with query expansion can produce better results than either one of them, especially

when the combination is carried out in a query-dependent manner. To summarize, query

expansion has shown potential, but further experiments are still necessary to prove that

query expansion is able to significantly improve text retrieval performance in video

collections.

3.4.1 Experiments

To evaluate the effectiveness of query expansion in the video corpus, we designed and

evaluated three types of expansion approaches. The first approach is manual expansion

(Manual) which asks users to manually introduce additional query words and refine text

queries based on development data. The second method is based on a global query

expansion strategy (WordNet). It passes every query keywords into WordNet and expands

a fixed number of synonyms to the original queries. The last method is based on a local

query expansion strategy by analyzing the relevance of top retrieved documents (Local).
The expanded terms are chosen to be the terms with the highest tf.idf features in the top 10

retrieved documents.

Table 5 compares all three expansion methods and the baseline method on TREC-

VID’03-’05 collections. The second column of Table 5 indicates the labels of methods and

corresponding expansion parameters, where the parameter following ‘‘WordNet‘‘ indicates

the number of synonyms expanded and the number following ‘‘Local’’ indicates the

number of query terms expanded. The message from the experimental results is mixed:

manual expansion can considerably boost the retrieval results which shows the usefulness

of leveraging additional human knowledge, but the other two types of automatic expansion

approaches is not so consistent in producing better performance in terms of average pre-

cision, especially when the number of expansion terms grows larger. The inconsistency of

the last two approaches can be traced back to the noticeable degradation in precision (even

though recall is slightly higher than before). This is because many additional ‘‘noisy‘‘ terms
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are introduced into the query after the step of query expansion. Another reason for their

inconsistency can be attributed to the subpar retrieval performance in video collections,

which prevents automatic query expansion techniques from significantly improving the

search results by assuming top-ranked documents are mostly relevant. To further compare

their performance w.r.t. each query type, it can be found that the finding-person queries

degrade the most with the automatic expansion, which suggests query expansion is not

effective to search for person-related shots. Interestingly, the finding-sport queries gain a

significant improvement from manual query expansion, indicating the potential of

expanding extra sports-related words in query topics. To summarize, the best query

Table 5 Comparison of query expansion methods

Data App.+para. MAP P30 P100 R1000 Person S-Obj G-Obj Sports Others

t05s Baseline 0.069(+0%) 0.174 0.162 0.340 0.144 0.058 0.016 0.069 0.017

Manual 0.103(+49%) 0.226 0.200 0.383 0.194 0.086 0.013 0.171 0.021

WordNet 1 0.060(�13%) 0.136 0.138 0.341 0.133 0.052 0.014 0.046 0.011

WordNet 2 0.059(�14%) 0.135 0.135 0.340 0.133 0.051 0.014 0.046 0.010

Local 1 0.070(+1%) 0.172 0.163 0.341 0.142 0.057 0.015 0.077 0.017

Local 2 0.067(�3%) 0.169 0.158 0.341 0.140 0.055 0.014 0.069 0.017

Local 3 0.065(�6%) 0.165 0.155 0.338 0.136 0.055 0.013 0.062 0.017

t04s Baseline 0.078(+0%) 0.178 0.105 0.360 0.189 0.000 0.039 0.047 0.041

Manual 0.093(+18%) 0.180 0.118 0.459 0.200 0.000 0.030 0.156 0.044

WordNet 1 0.052(�33%) 0.103 0.071 0.302 0.104 0.000 0.037 0.027 0.035

WordNet 2 0.048(�39%) 0.090 0.068 0.296 0.095 0.000 0.035 0.037 0.027

Local 1 0.071(�9%) 0.165 0.103 0.357 0.169 0.000 0.031 0.047 0.041

Local 2 0.063(�19%) 0.149 0.102 0.358 0.142 0.000 0.029 0.045 0.041

Local 3 0.060(�23%) 0.145 0.101 0.358 0.132 0.000 0.027 0.047 0.041

t03s Baseline 0.150(+0%) 0.184 0.120 0.473 0.372 0.237 0.067 0.033 0.007

Manual 0.194(+29%) 0.227 0.155 0.561 0.404 0.299 0.099 0.135 0.041

WordNet 1 0.135(�9%) 0.168 0.114 0.490 0.298 0.214 0.081 0.036 0.007

WordNet 2 0.119(�20%) 0.145 0.098 0.463 0.265 0.185 0.071 0.035 0.006

Local 1 0.150(+0%) 0.180 0.119 0.473 0.333 0.243 0.066 0.032 0.007

Local 2 0.143(�4%) 0.180 0.118 0.479 0.351 0.243 0.057 0.032 0.007

Local 3 0.141(�5%) 0.165 0.116 0.488 0.364 0.235 0.051 0.025 0.007

t05d Baseline 0.032(+0%) 0.065 0.058 0.344 0.077 0.015 0.006 0.022 0.009

Manual 0.056(+75%) 0.090 0.089 0.407 0.089 0.017 0.034 0.153 0.011

WordNet 1 0.028(�10%) 0.054 0.052 0.331 0.075 0.010 0.005 0.015 0.008

WordNet 2 0.028(�12%) 0.053 0.052 0.332 0.075 0.010 0.002 0.015 0.006

t04d Baseline 0.073(+0%) 0.097 0.075 0.487 0.130 0.000 0.061 0.077 0.036

Manual 0.094(+28%) 0.115 0.084 0.691 0.174 0.000 0.079 0.113 0.031

WordNet 1 0.056(�23%) 0.074 0.049 0.440 0.065 0.000 0.067 0.069 0.033

WordNet 2 0.049(�33%) 0.075 0.045 0.417 0.057 0.000 0.064 0.046 0.032

t03d Baseline 0.092(+0%) 0.077 0.051 0.480 0.185 0.102 0.080 0.048 0.009

Manual 0.116(+26%) 0.092 0.066 0.579 0.199 0.144 0.109 0.084 0.012

WordNet 1 0.081(�11%) 0.065 0.044 0.508 0.186 0.055 0.079 0.041 0.008

WordNet 2 0.068(�25%) 0.043 0.036 0.468 0.167 0.030 0.067 0.040 0.008
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expansion approach for a video corpus so far is to expand keywords in a manually con-

trolled manner rather than in an automatic way. Note that, what we attempt to emphasize is

the difficulty rather than the failure of using automatic query expansion to improve video

retrieval. But in order to apply automatic expansion for video collections, it will be critical

to develop more robust automatic expansion techniques than what we used in the

experiments.

4 Image retrieval

Content-based image retrieval(CBIR) has been developed for more than a decade

(Smeulders et al.2000). Its goal is to search a given image collection for a set of relevant

images that are similar to one or more query images. Previous research efforts have led to

many successful image retrieval systems such as MARS (Rui et al.1997a), VisualSeek

(Smith and Chang 1996c), QBIC (Faloutsos et al.1994), SIMPLicity (Li et al.2000) and so

on. In news video retrieval, although CBIR is not so powerful as text retrieval in terms of

handling general semantic queries, it is useful in dealing with a number of queries from

several specific domains, where information needs are consistent with visual appearances.

For instance, CBIR has great success when queries are related to sport events or duplicate

commercial shots. Typical CBIR systems are built on a vector space model that represents

an image as a set of features. The difference between two images is measured through a

similarity function between their feature vectors. They take a few image examples as

inputs, convert them into sets of image features, match them with the features of all images

in the collection, and retrieve the closest ones to the users. In the rest of this section, we

discuss each individual component of image retrieval systems and evaluate them in the

context of video collections.

4.1 Image features

Similar to term weights in text retrieval, image features are represented as a vector of real

values, which aim to compress high-dimensional image information into a lower dimen-

sional vector space. In the literature, there are mainly three types of (low-level) image

features, i.e., color-based features, texture-based features and shape-based features (Antani

et al.2002; Smeulders et al.2000; Rui et al. 1997b)3.

Color-based features have been shown to be the most widely-used features in CBIR

systems, because they maintain strong cues that capture human perception in a low

dimensional space and they can be generated with less computational effort than other

advanced features. Most of them are independent of variations of view and resolution, and

thus possess the power to locate the target images robustly. They have also been dem-

onstrated to be the most effective image features in the TRECVID evaluation (Rautiainen

et al.2004a; Amir et al.2003; Hauptmann et al.2003a; Foley et al.2005; Cooke et al. 2004;

Adcock et al.2004). Many color spaces have been suggested in previous studies such as

RGB, YUV, HSV, HVC, L*u*v*, L*a*b*, and the Munsell space (Del Bimbo 2001). The

3 There are many other approaches to produce image features for content-based image retrieval, but it is not
our focus to provide an exhaustive list for all of them. A more complete survey of CBIR can be found at
Antani et al. (2002) and Smeulders et al. (2000).
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simplest representation of color-based features are color histograms. Each component in

color histograms is the percentage of pixels that are most similar to the represented color in

the underlying color space (Faloutsos et al. 1994; Smith and Chang 1996c). Another type

of color-based image features are called color moments, which only compute the first two

or three central moments of color distributions (Stricker and Orengo 1995; Smith and

Chang 1996b). They aim to create a compact and effective representation in image

retrieval. Huang et al. (1997) proposed the use of color correlograms. A color correlogram

expresses the spatial correlation of pairs of colors with distance information, thus making it

robust against the change of viewpoint, zoom, and etc.

Texture-based features aim to capture the visual characteristics of homogeneous regions

which do not come from a single color or intensity (Smith and Chang 1996a). These

regions may have unique visual patterns or spatial pixel arrangements, which gray level or

color features in a region may not sufficiently describe. The process of extracting texture-

based features often begins with passing images into a number of Gabor or Haar wavelet

filters (Lee 1996; Amir et al.2003). The feature vector can then be either constructed by

concatenating central moments from multiple scales and orientations into a long vector

(Manjunath and Ma 1996; Ngo et al. 2001) or extracting statistics from image distributions

directly (Puzicha et al.1997; Thyagarajan et al.1996). In the literature, there are a few

review papers that aim to investigate the effectiveness of texture features. For instance,

Ohanian and Dubes (1992) compared four types of texture representations and observed

that the co-occurrence matrix representation work the best in their test collections. Ma and

Manjunath (1995) evaluated the wavelet texture features for image annotation, which

includes orthogonal/bi-orthogonal wavelet transform, tree-structured wavelet transform

and Gabor wavelet transform. They concluded that Gabor wavelet representation was the

best among all the tested features.

To capture information from object shapes, a huge variety of shape-based features have

been proposed and evaluated (Zahn and Roskies 1972; Chuang and Kuo 1996; Li and Ma

1994; Mehtre et al.1997). Shape features can be generated either from boundary-based

approaches that use only the outer contour of shape segments, or from region-based

approaches that considers the entire shape regions (Rui et al.1996). One of the simplest

approaches to extract shape features is to detect visible edges in query images and then

match their edge distribution or histogram against those of the target images (Marr and

Hildreth 1979; Hauptmann et al.2004; Cooke et al. 2004). Another approach to extract

shape features is to use implicit polynomials to effectively represent the geometric shape

structures (Lei et al.1997), which is robust and stable to general image transformation.

Mehtre et al. (1997) presented a comprehensive comparison of shape features for retrieval

by evaluating them on a 500-element trademark dataset. Another review paper on shape-

based features can be found at (Li and Ma 1994).

It is not always necessary to construct image features by globally extracting features

from the entire image. Although global image features are efficient to compute and provide

reasonable retrieval capabilities, they are very likely to generate unpredictable false pos-

itives due to its concise representations (Rui et al.1997b). In contrast, image features can

be extracted from a finer granularity, such as regular image grids/layouts, automatically

segmented image blobs and local feature points. In practice, content-based image classi-

fication/retrieval based on regional features usually shows better performance than its

counterpart using global features, although it might lead to a higher computational cost in

the step of feature extraction. In the following discussions, we review some general

methods on extracting local image features.
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To derive local features from images, a natural idea is to partition the entire image into a

set of regular image grids and extract image features (especially color features) from image

grids (Amir et al. 2003; Faloutsos et al.1994; Chua et al.1997). For instance, Cooke et al.

(2004) used a local color descriptor based on the average color components on an 8 · 8

block partition of images. Hauptmann et al. (2004) studied color layout features on a 5 · 5

regular image grid. A 4 · 4 spatial image grid is used in (Adcock et al.2004). Extended

from regular image grids, quad-tree based layout (Lu et al.1994) approaches first split the

image into a quad-tree structure and construct color histogram for each tree branch so as to

describe its local image content. Although being simple in their intuitions, concepts and

implementations, regular-image-grid based approaches could be still too coarse to provide

sufficient local information for the retrieval task. Therefore several other image layout

representations have been proposed before. For instance, Stricker and Orengo (1995)

predefined five partially overlapped regions and extracted the first three color moments

from each region, where the advantage of the overlapping regions is their relative insen-

sitivity to small regional transformations. The representation of color tuple histogram is

suggested in (Rickman and Stonham 1996), which first builds a codebook to represent

every combination of coarsely quantized close hues and then compute a local histogram

based on the quantized hues. Color coherent histograms (Pass and Zabih 1999) and color

correlograms (Huang et al.1997) are two more examples of advanced representations that

take spatial image information into account.

In order to locate specific objects in images, it would be advantageous to extract image

features (e.g., color or shape) from segmented image regions. Image segmentation is

defined as ‘‘a division of the image data into regions in such a way that one region contains

the pixels of the silhouette of the given object without anything else.’’ (Smeulders et

al.2000). This task is so important in the literature of compute vision that a huge variety of

segmentation approaches have been proposed before. Survey of mainly historical interests

can be found at (Nevatia 1986; Mitiche and Aggarwal 1985; Pal and Pal 1993). Most

segmentation algorithms proceed by automatically clustering the pixels into groups. A

number of graphical theoretical clustering approaches have been proposed before (Sarkar

and Boyer 1996; Cox et al.1996) due to their ability to deal with any affinity function. For

example, normalized cut (NCut) proposed by Shi and Malik (1998, 2000) has been widely

applied in visual retrieval, object recognition and motion segmentation. Numerous alter-

native criteria have also been suggested for segmentation (Perona and Freeman 1998; Cox

et al.1996). The use of image segments has been widely studied in the context of content-

based video retrieval, such as (Srikanth et al.2005; Zhai et al. 2005; Hauptmann and

Christel 2004). Note that, in this case, the requirement of segmentation accuracy is highly

dependent on the choice of image features. For the color features, a coarse segmentation

should be sufficient, while for the shape features, accurate segmentation is usually desir-

able. A final comment worth mentioning is that segmenting general objects in broad

domains is unlikely to succeed, although there are exceptions for some sophisticated

methods in narrow domains (Smeulders et al.2000).

One way to circumvent the brittleness of segmentation but maintain the local infor-

mation of images is to extract image features from selected salient points (a.k.a. feature

points). It aims to concisely summarizes image information into a limited number of salient

points, and thus these points should be selected with a high saliency and robustness. In

(Carson et al.1997), a mixture of Gaussian models is estimated to model the distribution of

salient points. The information of homogeneous regions is captured by means and co-

variances of the Gaussian components. To improve the feature quality, invariant and

salient features of local patches have also been considered (Tuytelaars and van Gool 1999).
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In (Schmid and Mohr 1997), salient and invariant transitions are recorded in gray images.

To localize all the occurrences of a query object in videos, ‘‘Video Google’’ (Sivic and

Zisserman 2003) represents objects by a set of SIFT-based viewpoint invariant descriptors,

and thus this recognition technique can work robustly to viewpoint changes, illumination

changes and partial occlusion. Chang et al. (2005a) investigated a part-based object rep-

resentation in TRECVID collections in order to capture spatial relationship and local

attributes of salient parts. Zhai et al. (2005) also evaluated the performance of local fea-

tures from image segments and feature points in video collections.

4.1.1 Experiments

To evaluate image retrieval over the TRECVID corpus, we have extracted three types of

low-level features as described above, i.e., color-based features, texture-based features and

edge-based features. By default, image features are generated over 5 · 5 regular grids

posed on every image. All grid features are concatenated into a longer vector unless stated

otherwise. Each dimension of the feature vector is normalized by its own variance. Finally,

we compute the harmonic mean of Euclidean distances from each image example to the

document keyframes (officially provided by NIST). The details of the feature generation

process are shown as follows,

– The color features are computed based on both the HSV color space and the RGB color

space. For each space, we extract both a full color histogram with a 5-bin quantization

of every color channel and a color moment histogram including the first and second

moments.

– The texture features are obtained from the convolution of the image pixels with Gabor

wavelet filters. For each filter we computed a histogram which was quantized into 16

bins. Their central and second-order moments are concatenated into a texture feature

vector. Two versions of texture features are used in our implementation: one uses 6

filters in a 3 · 3 image grids and the other uses 12 filters for 5 · 5 image grids.

– The edge histogram is summarized from the outputs of a Canny edge detector. It

includes a total of 73 bins, where the first 72 bins represent the edge directions

quantized at a 5 degree interval and the last bin represents a count of the number of

pixels that are not contributing to any edges.

The comparison of various image features are shown in Table 6. As shown in the

experiments, image retrieval can only achieve a poor 2% – 3% mean average precision for

almost all the collections. Obviously it is not as effective as text retrieval on average. This

can be explained by the fact that image features are not as powerful as text features for

broadcast news video in terms of capturing semantic meanings. The requirement of

searching for shots instead of clips in TRECVID evaluation also limits the applicability of

image features. As an exception, image retrieval works better in the latest TREC’05

collection, mainly due to the superior effectiveness of image matching in sport queries.

Among all kinds of color features, color moments in both the HSV/RGB space has the

best performance on average, followed by color histograms. This again confirms the

effectiveness and explains the popularity of color-based features. Occasionally, edge his-

tograms can provide a comparable performance with color, but its performance is not as

consistent across all collections. The texture features, unfortunately, are among the worst

due to their inability to capture the semantics in non-texture images. Taking a deeper look

at each query type, we found that the best candidates for image retrieval are the queries for
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Table 6 Comparison of image features

Data Feature Para. MAP P30 P100 Person S-Obj G-Obj Sports Others

t05s color:hsv his:5 · 5 0.039 0.114 0.078 0.033 0.021 0.003 0.186 0.005

color:hsv mom:5 · 5 0.032 0.090 0.057 0.007 0.021 0.003 0.194 0.004

color:rgb his:5 · 5 0.037 0.114 0.081 0.019 0.022 0.005 0.202 0.004

color:rgb mom:5 · 5 0.034 0.101 0.056 0.004 0.022 0.004 0.211 0.003

texture mom:3 · 3 0.005 0.026 0.019 0.001 0.006 0.001 0.028 0.001

texture mom:5 · 5 0.003 0.024 0.021 0.000 0.006 0.002 0.009 0.001

edge his:5 · 5 0.009 0.042 0.035 0.000 0.014 0.003 0.044 0.003

t04s color:hsv his:5 · 5 0.004 0.010 0.007 0.000 0.000 0.002 0.024 0.000

color:hsv mom:5 · 5 0.014 0.045 0.028 0.003 0.000 0.001 0.095 0.003

color:rgb his:5 · 5 0.008 0.029 0.018 0.004 0.000 0.001 0.055 0.000

color:rgb mom:5 · 5 0.016 0.048 0.032 0.022 0.000 0.001 0.075 0.001

texture mom:3 · 3 0.003 0.010 0.010 0.001 0.000 0.000 0.017 0.001

texture mom:5 · 5 0.003 0.006 0.010 0.001 0.000 0.000 0.019 0.000

edge his:5 · 5 0.003 0.013 0.011 0.000 0.000 0.002 0.016 0.001

t03s color:hsv his:5 · 5 0.026 0.072 0.046 0.000 0.078 0.001 0.113 0.008

color:hsv mom:5 · 5 0.035 0.087 0.058 0.000 0.064 0.010 0.221 0.010

color:rgb his:5 · 5 0.029 0.043 0.030 0.000 0.114 0.001 0.065 0.002

color:rgb mom:5 · 5 0.049 0.088 0.060 0.000 0.095 0.010 0.313 0.010

texture mom:3 · 3 0.024 0.036 0.026 0.000 0.052 0.002 0.161 0.000

texture mom:5 · 5 0.016 0.032 0.027 0.000 0.005 0.004 0.169 0.000

edge his:5 · 5 0.028 0.056 0.036 0.001 0.065 0.013 0.124 0.002

t05d color:hsv his:5 · 5 0.060 0.144 0.075 0.028 0.082 0.003 0.260 0.009

color:hsv mom:5 · 5 0.058 0.125 0.075 0.007 0.072 0.007 0.309 0.004

color:rgb his:5 · 5 0.097 0.160 0.090 0.028 0.127 0.030 0.451 0.010

color:rgb mom:5 · 5 0.076 0.135 0.074 0.017 0.097 0.010 0.385 0.005

texture mom:3 · 3 0.029 0.050 0.028 0.004 0.097 0.000 0.051 0.003

texture mom:5 · 5 0.026 0.051 0.025 0.003 0.059 0.000 0.100 0.000

edge his:5 · 5 0.029 0.075 0.035 0.010 0.038 0.001 0.146 0.001

t04d color:hsv his:5 · 5 0.016 0.036 0.020 0.023 0.000 0.007 0.051 0.000

color:hsv mom:5 · 5 0.018 0.051 0.023 0.029 0.000 0.007 0.050 0.001

color:rgb his:5 · 5 0.021 0.057 0.025 0.033 0.000 0.005 0.065 0.002

color:rgb mom:5 · 5 0.016 0.050 0.025 0.034 0.000 0.001 0.039 0.005

texture mom:3 · 3 0.001 0.004 0.003 0.000 0.000 0.000 0.007 0.000

texture mom:5 · 5 0.001 0.011 0.005 0.004 0.000 0.000 0.001 0.000

edge his:5 · 5 0.016 0.051 0.024 0.035 0.000 0.000 0.034 0.005

t03d color:hsv his:5 · 5 0.031 0.039 0.018 0.006 0.130 0.004 0.027 0.001

color:hsv mom:5 · 5 0.034 0.035 0.022 0.006 0.131 0.005 0.053 0.002

color:rgb his:5 · 5 0.038 0.039 0.021 0.006 0.153 0.008 0.032 0.002

color:rgb mom:5 · 5 0.044 0.053 0.026 0.006 0.153 0.012 0.088 0.006

texture mom:3 · 3 0.006 0.011 0.005 0.000 0.005 0.000 0.064 0.000

texture mom:5 · 5 0.005 0.011 0.004 0.000 0.001 0.002 0.058 0.000

edge his:5 · 5 0.029 0.044 0.017 0.000 0.070 0.019 0.109 0.000
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finding specific objects and sport events. This is reasonable because target specific objects

and sport events usually share consistent visual appearance with the given image examples.

But image retrieval is not a good idea for the other three types of queries, i.e., person,

object and other general queries.

4.2 Distance metric

Image retrieval algorithms usually sort and retrieve relevant images based on a predefined

similarity measure (distance metric) between query examples and indexed images. Pre-

vious studies show that the choice of similarity measure is critical to image retrieval

performance (Antani et al.2002). Thus, a large number of distance metrics have been

proposed and tested in the literature. In the following discussion, we discuss several

common distance metrics with the assumption that only one query image is available.

Two widely used distance metrics, i.e., Euclidean distance (L2 distance) and absolute

distance (L1 distance), are both special cases of the LM metric or the Minkowski distance

metric (Smeulders et al.2000). An extension of the Euclidean distance is the Mahalanobis

distance, where the inverse of a covariance matrix C is plugged into the quadratic function

and associated different weights to each feature dimension (Antani et al.2002). If the

underlying features are computed in the form of histograms, retrieval systems usually

adopt some distance metrics that capture the difference between two probability distri-

butions. For example, we can compute simple absolute difference of feature histograms. As

a more reliable distance metric w.r.t. histogram features, color histogram intersection was

proposed for image retrieval (Swain and Ballard 1991), where a value close to 1 indicates

high similarity. The v2 distance for comparing two histograms was proposed by Nagasaka

and Tanaka (1992) where a low value indicates a good match. Its underlying idea is to find

the images with histogram distributions least independent to the query examples. Stricker

(1994) has studied the discrimination ability of histogram-based indexing methods. He

concluded in his work that the histogram-based technique would only work effectively

when the histograms are sparse. Beyond using fixed distance metrics, numerous relevance

feedback and manifold learning approaches (Rui et al.1997a; He et al. 2004, 2002; Su

et al.2001) have also been proposed to learn distance metrics adaptively based on infor-

mation from user feedback.

Most image retrieval algorithms simply consider dealing with one query example at a

time. But since it is not impossible that users could simultaneously provide multiple image

examples to the retrieval systems, we might need to come up with some approaches to

aggregate all of the distance metrics from each query image to be a final ranked list. The

common approach is to measure image similarities from individual query images and then

fuse the similarity measures into a single output via certain kinds of fusion methods. We

will consider five types of common aggregation functions in our following experiments,

i.e., maximum, minimum, harmonic mean, average (arithmetic mean), and product

Table 6 continued

Data Feature Para. MAP P30 P100 Person S-Obj G-Obj Sports Others

t02s color:hsv mom:5 · 5 0.029 0.057 0.033 0.127 0.012 0.008 0.000 0.015

texture mom:5 · 5 0.006 0.021 0.016 0.009 0.003 0.006 0.000 0.007
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(geometric mean) (Amir et al. 2003; Hauptmann et al.2003a). Several advanced multi-

query-example retrieval approaches have also been proposed before. McDonald and

Smeaton (2005) studied the effect of various combination strategies for merging multiple

visual examples. Jin and Hauptmann (2002) proposed a probabilistic image retrieval model

by computing the conditional probability of generating the target image given multiple

query images. Westerveld and de Vries (2004) developed a document generation model to

handle multi-example queries, which capture all the information available in the query

examples with a limited number of Gaussian components. Natsev and Smith (2003)

considered three types of criteria to automatically select the most effective image examples

for retrieval, i.e., KMEANS which uses the mean of image clusters as queries, MINDIST

which finds the most distinct positive examples greedily, and SUMDIST which provide a

compromise between KMEANS and MINDIST criteria.

4.2.1 Experiments

We compared three types of distance metrics including the L2, L1 and v2 metrics in

Table 7. The underlying image features are chosen to be color moments on the HSV color

space. Each dimension is normalized by its own variance. We observe that using the L1

distance metric usually work slightly better than using the L2 and v2 distance, but their

differences are not statistically significant. Therefore, it is not conclusive yet to judge

which metric is the best choice for image retrieval. But being robust to outliers and

Table 7 Comparison of image distance metrics

Data Dist. MAP P30 P100 Person S-Obj G-Obj Sports Others

t05s L2 0.025 0.076 0.048 0.010 0.021 0.002 0.130 0.003

L1 0.031 0.089 0.060 0.008 0.022 0.003 0.183 0.004

v2 0.025 0.085 0.055 0.007 0.014 0.003 0.146 0.003

t04s L2 0.014 0.045 0.028 0.003 0.000 0.001 0.095 0.003

L1 0.017 0.046 0.032 0.007 0.000 0.002 0.107 0.002

v2 0.015 0.043 0.031 0.002 0.000 0.001 0.097 0.002

t03s L2 0.035 0.087 0.058 0.000 0.064 0.010 0.221 0.010

L1 0.039 0.085 0.055 0.000 0.079 0.007 0.238 0.009

v2 0.037 0.079 0.056 0.001 0.076 0.010 0.210 0.010

t05d L2 0.044 0.096 0.061 0.006 0.066 0.003 0.216 0.004

L1 0.055 0.117 0.073 0.007 0.077 0.005 0.289 0.003

v2 0.057 0.124 0.064 0.009 0.094 0.006 0.264 0.003

t04d L2 0.018 0.051 0.023 0.029 0.000 0.007 0.050 0.001

L1 0.021 0.057 0.025 0.035 0.000 0.006 0.058 0.005

v2 0.018 0.047 0.023 0.026 0.000 0.007 0.057 0.001

t03d L2 0.034 0.035 0.022 0.006 0.131 0.005 0.053 0.002

L1 0.040 0.037 0.026 0.006 0.154 0.009 0.055 0.002

v2 0.028 0.032 0.019 0.006 0.092 0.009 0.055 0.002

t02s L2 0.029 0.057 0.034 0.129 0.012 0.008 0.000 0.015

L1 0.029 0.052 0.036 0.126 0.016 0.009 0.000 0.011

v2 0.029 0.052 0.031 0.136 0.008 0.008 0.000 0.018
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efficient to compute (Leroy and Rousseeuw 1987), the L1 distance appears to be one of the

most effective metrics in practice.

Table 8 compares several fusion functions that are used to merge the retrieval outputs

from multiple query images. The distance metric is set to be the L1 distance. It can be

observed that the harmonic mean and maximum functions outperform the other fusion

functions in terms of mean average precision. Their superior performance can be attributed

to a nice property: they tend to give a higher rank to images that are very close to one of the

Table 8 Comparison of query example fusion strategies

Data Merge MAP P30 P100 Person S-Obj G-Obj Sports Others

t05s Harmonic 0.032 0.090 0.057 0.007 0.021 0.003 0.194 0.004

Maximum 0.035 0.110 0.064 0.019 0.019 0.003 0.194 0.004

Minimum 0.002 0.017 0.015 0.004 0.000 0.001 0.000 0.000

Average 0.027 0.079 0.049 0.002 0.009 0.003 0.190 0.003

Product 0.031 0.085 0.054 0.003 0.024 0.003 0.192 0.004

t04s Harmonic 0.020 0.048 0.037 0.007 0.000 0.001 0.129 0.002

Maximum 0.022 0.055 0.039 0.004 0.000 0.001 0.152 0.004

Minimum 0.001 0.003 0.004 0.000 0.000 0.001 0.000 0.002

Average 0.013 0.033 0.027 0.006 0.000 0.001 0.083 0.001

Product 0.017 0.042 0.030 0.007 0.000 0.001 0.110 0.002

t03s Harmonic 0.044 0.087 0.057 0.000 0.100 0.008 0.247 0.009

Maximum 0.037 0.071 0.052 0.000 0.102 0.006 0.158 0.007

Minimum 0.002 0.005 0.003 0.000 0.000 0.005 0.000 0.002

Average 0.034 0.076 0.053 0.000 0.057 0.003 0.252 0.009

Product 0.038 0.080 0.057 0.000 0.073 0.004 0.251 0.009

t05d Harmonic 0.058 0.125 0.075 0.007 0.072 0.007 0.309 0.004

Maximum 0.084 0.169 0.084 0.034 0.125 0.025 0.328 0.016

Minimum 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000

Average 0.049 0.121 0.064 0.003 0.051 0.005 0.290 0.003

Product 0.053 0.111 0.066 0.003 0.063 0.005 0.299 0.003

t04d Harmonic 0.022 0.058 0.027 0.033 0.000 0.007 0.066 0.005

Maximum 0.026 0.065 0.029 0.039 0.000 0.008 0.074 0.005

Minimum 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Average 0.008 0.021 0.015 0.004 0.000 0.000 0.043 0.000

Product 0.017 0.046 0.023 0.026 0.000 0.001 0.059 0.001

t03d Harmonic 0.040 0.043 0.026 0.006 0.154 0.009 0.061 0.002

Maximum 0.039 0.036 0.019 0.006 0.162 0.009 0.027 0.002

Minimum 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Average 0.028 0.033 0.023 0.002 0.109 0.003 0.053 0.002

Product 0.035 0.039 0.025 0.006 0.135 0.005 0.054 0.002

t02s Harmonic 0.029 0.051 0.037 0.120 0.019 0.009 0.000 0.010

Maximum 0.025 0.044 0.031 0.111 0.010 0.008 0.000 0.007

Minimum 0.002 0.003 0.002 0.002 0.001 0.001 0.000 0.001

Average 0.024 0.035 0.028 0.129 0.003 0.004 0.000 0.009

Product 0.030 0.056 0.035 0.127 0.020 0.008 0.000 0.010
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query images, even if they are far away from others. In some sense, the harmonic mean and

maximum functions are similar to a noisy ‘‘logical-OR‘‘ operator on a set of Boolean

similarity predictions. This property is extremely important, especially when relevant

images only share similar visual patterns with one of the query images rather than all of

them.

5 Beyond text and image retrieval: concept-based retrieval and multimodal
combination

In this section, we briefly discuss two additional topics beyond text and image retrieval for

video collections, i.e., an emerging video retrieval approach based on high-level semantic

concepts (termed concept-based retrieval), and the approaches to combine retrieval outputs

from multiple modalities.

5.1 Concept-based retrieval

The image/video analysis community has long struggled in bridging the semantic gap from

low-level features to high-level semantic content. To overcome this gap, recent years have

seen the emergence of a new retrieval approach, called concept-based retrieval, which aims

to design and utilize a set of intermediate semantic concepts (Naphade and Smith 2004) to

describe frequent visual content in video collections and improve the retrieval perfor-

mance. These concepts cover a wide range of topics (Chang et al.2005b) such as those

related to people (face, anchor, etc), acoustics (speech, music, significant pause), objects

(image blobs, buildings, graphics), location (outdoors/indoors, cityscape, landscape, studio

setting), genre (weather, financial, sports) and production (camera motion, blank frames).

In the following, we briefly describe how to detect high-level semantic concepts and how

to use these concepts to assist video retrieval.

5.1.1 Semantic concept detection

The task of semantic concept detection has been investigated by many studies (Barnard

et al.2002; Naphade et al.1998; Lin et al.2003; Jeon et al.2003; Wu et al.2004; Szummer

and Picard 2002). Their successes have demonstrated that a large number of high-level

semantic concepts are able to be inferred from low-level multi-modal features. Typically,

the first step of developing semantic concept detection systems is to define a meaningful

and manageable list of semantic concepts based on human prior knowledge. For each

individual concept, we should manually collect its ground truth on a development video

collection. For example, the common annotation forum in TRECVID’03 has successfully

annotated 831 semantic concepts on a 65 h development video collection (Lin et al.2003).

Most previous work approached concept detection as a supervised learning problem that

attempts to discriminate positive and negative annotated examples through automatically

extracted low-level features. As the first step, a variety of low-level features are extracted

from several modalities, e.g., text, audio, motion and visual modality. For each concept,

separate uni-modal classifiers are built using the corresponding labeled data and low-level

features. One of the most common learning algorithms is called support vector machines

(SVMs) (Burges 1998), which have been proposed with sound theoretical justifications so
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as to provide good generalization performance. Apart from SVMs, there are a large variety

of other classifiers (Naphade and Smith 2004) that have been investigated, including

Gaussian mixture models (GMM), hidden Markov models (HMM), k Nearest Neighbor

(kNN), logistic regression, Adaboost and so on. To illustrate, Table 9 shows the average

precision of detecting several frequently occurring semantic concepts for TRECVID’05

development data using SVMs (Yan 2006).

To further refine the detection results, it is beneficial to combine prediction outputs from

multiple modalities that provide complementary information with each other. Generally

speaking, there are two families of multi-modal fusion approaches, i.e., early fusion and

late fusion. The early fusion method begins with merging multi-modal features into a

longer feature vector and takes as the input of learning algorithms. In contrast, the late

fusion method directly fuses the detection outputs from multiple uni-modal classifiers.

Both fusion methods have their own strengths and weaknesses (Snoek et al.2005), but late

fusion appears to be more popular and more extensively studied than early fusion in the

literature. Finally, since the detection results of semantic concepts are not related to any

query topic, they can be indexed offline without consuming any online computation

resources. Such detection approaches have been applied in most existing video semantic

concept extraction systems (Hauptmann et al.2003a; Amir et al. 2003).

Due to the space limit, we refer to a survey written by Naphade and Smith (2004) and

Chapter 3 in our previous work (Yan 2006) for more details. Note that, in order to utilize

additional domain knowledge for some widely applicable concepts such as faces, cars and

sport events, researchers also developed numerous domain-specific recognition approaches

in a case-by-case basis. But since the discussions on domain-specific techniques are outside

the scope of this article, we will skip this topic.

5.2 Video retrieval with semantic concepts

To illustrate how semantic concepts can be used in video retrieval, we discuss four most

common types of concept-based retrieval methods. The simplest approach is to match the

name of each concept with query terms. If a concept is found to be relevant, its detection

Table 9 Average precision of using SVMs to detect 22 frequent semantic concepts. The model is learned
from the TREC’05 development data with color moment features. The column ‘‘positive’’ indicates the
number of positive examples of each concept out of 55932 training shots

Concept Avg Prec Positive Concept Avg Prec Positive

PERSON 0.8531 31161 ROAD 0.2481 2665

FACE 0.7752 17337 MICROPHONE 0.1947 2659

OUTDOOR 0.7114 15290 INTERVIEW 0.3019 2619

STUDIO 0.7541 4743 INTERVIEWSEQ 0.5237 2523

BUILDING 0.3048 4177 CAR 0.3151 2492

FEMALE 0.2632 3887 MEETING 0.1708 2262

WALKING 0.1635 3828 ANCHOR-STUDIO 0.8247 2392

URBAN 0.1127 3586 ARTFICIAL-TEXT 0.6783 2373

LEADER 0.1822 3033 TREES 0.2522 2152

POLITICIANS 0.2782 2850 SPORTS 0.4481 1249

ASIAN-PEOPLE 0.4247 2776 MAPS 0.4816 610
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outputs can be used to refine the retrieval results. For example, the concept ‘‘building‘‘ will

be helpful for retrieving the query of ‘‘finding the scenes containing buildings in New York

City’’. This method is intuitive to understand and simple to implement. However, it is

unrealistic to expect a general user to explicitly indicate all related concepts in his query

text. For example, the concept of ‘‘outdoor‘‘ could be useful for the query of ‘‘finding

people on the beach’’, but it does not show up in the query text directly.

To extend the power of simple query matching, we can follow the idea of global query

analysis in text retrieval, which attempts to enrich query descriptions from external

knowledge sources, such as a semantic network (ontology) organized to provide semantic

relations between keywords, e.g., WordNet (Fellbaum 1998). These approaches have

shown promising retrieval results (Volkmer and Natsev 2006; Neo et al. 2006) by intro-

ducing extra concepts from external knowledge sources. However, they are also likely to

bring in other noisy concepts, and thus it might lead to unexpected deterioration of search

results. Moreover, even when the subset of relevant concepts are perfectly detected, it

remains a challenge to derive a good strategy to combine semantic concepts with other

text/image retrieval results.

As an alternative, we can leverage semantic concepts by learning the combination

strategies from a pre-collected training collection, e.g., learning query-independent com-

bination models (Amir et al. 2003) and query-class dependent combination models (Yan

et al.2004). These approaches can automatically determine concept weights and handle

hidden semantic concepts without any difficulties. However, since these learning

approaches can only capture the general patterns that distinguish relevant and irrelevant

training documents, their power is usually limited by the amount of available training data.

Finally, we can also consider local analysis approaches that adaptively leverage

semantic concepts on a per query basis. The essence of local strategies is to utilize initial

retrieved documents to select expanded discriminative query concepts to improve the

retrieval performance. For example, we proposed a retrieval approach called probabilistic

local context analysis (pLCA) (Yan 2006), which can automatically leverage useful high-

level semantic concepts based on initial retrieval output. However, the success of these

approaches usually relies on reasonably accurate initial search results. If initial retrieval

performance is unsatisfactory, it is possible for local analysis approaches to degrade the

retrieval results.

To summarize, all four types of approaches have proved to be successful in utilizing

high-level semantic concepts for video retrieval, although they all come with their own

limitations. Moreover, the applicabilities of these methods are not mutually exclusive.

Instead, a composite strategy can usually produce better results than any single approach.

How to automatically determine the best strategy or strategies to incorporate high-level

concepts into video retrieval is an interesting direction for future exploration.

5.3 Multimodal combination strategies

Designing combination approaches for multiple information sources such as text retrieval

and image retrieval is of great importance to develop effective video retrieval systems

(Chang et al.2005b). Westerveld et al. (2003) demonstrated how combining different

models/modalities can affect the performance of video retrieval. They adopt a generative

model inspired by language modeling approach and a probabilistic approach for image

retrieval to rank the video shots. Final results are obtained by sorting the joint probabilities

of both modalities. The video retrieval system proposed by Amir et al. (2003) applied a

474 Inf Retrieval (2007) 10:445–484

123



query-dependent combination model that the weights are decided based on user experience

and a query-independent linear combination model to merge the text/image retrieval

systems, where the per-modality weights are chosen to maximize mean average precision

on development data. Gaughan et al. (2003) ranked video clips based on the summation of

semantic feature and automatic speech retrieval outputs, where the influence of speech

retrieval is at four times that of any other features. The QBIC system (Faloutsos et al.1994)

combines scores from different image techniques using linear combination.

In the field of text retrieval, Shaw and Fox (1994) proposed a number of combination

techniques named COMB{MIN, MAX, ANZ, MED, SUM, MNZ}. The best performing

strategies are among COMBSUM (equivalent to averaging), i.e., taking the sum of scores,

and COMBMNZ (equivalent to weighted averaging), i.e., multiplying this sum by the

number of inputs that have non-zero scores. Vogt and Cottrell (1999) experimented with

the weighted linearly combination to merge multiple relevance scores. The learned weights

are independent of the queries. Aslam and Montague (2001) proposed a probabilistic

model based on Bayes inference using rank information instead of scores, which achieves

good results but requires extensive training efforts. They also studied a rank-aggregation

approach called the (weighted) Borda-fuse stemmed from the Social Choice Theory.

Query-based combination approaches (Yan et al.2004; Chua et al.2004) have been

recently proposed as a viable alternative for the query independent combination strategies,

which begins with classifying queries into predefined query classes and then applies the

corresponding combination weights to combine knowledge sources. Experimental evalu-

ations have demonstrated the effectiveness of this idea, which have been applied in the

best-performed systems of TRECVID manual retrieval task (Smeaton and Over 2003) from

the year of 2003. Also, the validity of using query-class dependent weights has been

confirmed by many follow-on studies (Chua et al.2005; Huurnink 2005; Yuan et al.2005;

Kennedy et al.2005). For example, Huurnink (2005) suggested it is helpful to categorize

the queries into general/special queries and simple/complex queries for combination. Yuan

et al. (2005) classified the query space into person and non-person queries in their mul-

timedia retrieval system. To improve upon the manually defined query classes, Kennedy

et al. (2005) recently proposed a data-driven learning approach to automatically discover

the query-class-dependent weights from training data by means of grouping the queries in a

joint performance and semantic space via statistical clustering techniques such as hierar-

chical clustering and k-means. More recent work (Yan and Hauptmann 2006) unified query

class categorization and combination weight optimization in a single probabilistic

framework by treating query classes as latent variables.

5.3.1 Experiments

In this section, we investigate two types of combination strategies, i.e., query independent

and query-class dependent strategies, to combine text retrieval and image retrieval results.

In more detail, let s be the overall retrieval score, st be the text retrieval score, si be the

image retrieval scores and k be the combination factor, then we decide the overall retrieval

score by the following formula s = st + k si, where k varies from 0 to 1 in the experiments.

McDonald and Smeaton (2005) have shown that the weighted sum scheme is among the

most effective approaches for text/image retrieval combination. Before the combination

process, the confidence scores from different modalities/models usually need to be nor-

malized into a uniform output space. Typical normalization schemes include rank

normalization (Yan et al.2004), range normalization (Amir et al. 2003) and logistic
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normalization (Platt 1999). In this study, we choose rank normalization to calibrate the

retrieval outputs.

Figure 5(left) shows the learning curves for mean average precision (MAP) with dif-

ferent combination factors based on a query-independent combination strategy, namely,

the combination is blindly applied for all queries on the TRECVID’03-’05 data collections.

In lieu of being consistently improved with larger combination factors k, the retrieval

performance after combination usually drops when k is larger than a small value around

0.1 – 0.2. For the collections of t04s and t04d, the degradation is pretty noticeable where

the average precision at k = 1 is even worse than using text retrieval alone. This indicates

the query-independent combination strategy needs to be further refined in order to provide

a consistent performance improvement. In contrast, Fig. 5(right) shows the learning curve

based on a simple query-class dependent combination strategy, namely, the combination is

only applied on the queries that belong to the classes of finding specific objects and

persons. As can be seen, this simple query-class combination strategy consistently achieves

higher average precision with a higher combination factor on image retrieval. The overall

improvement is around a reasonable 2% (which is statistically significant) given the rel-

atively inferior performance of image retrieval techniques. These series of experiments

demonstrate the effectiveness and consistency of handling the combination method in a

query-dependent way.

To further analyze how incorporating high-level semantic concepts will affect the

combination results, we generated 14 high-level semantic concepts on each video docu-

ment in addition, i.e., face, anchor, commercial, studio, graphics, weather, sports, outdoor,
person, crowd, road, car, building and motion. The details on the concept generation

process can be found in (Hauptmann et al. 2004). Table 10 compares various retrieval

sources and fusion strategies in terms of mean average precision (MAP) and precision/

recall at 30 and 100 shots (P30 and P100). We compare two combination approaches, i.e.,

query-independent combination (QInd), and query-class based combination (QClass) on

multiple retrieval sources including text retrieval, image retrieval and semantic concepts.

The details of the combination algorithms can be found at (Yan 2006). We learned the

combination parameters from development sets, and applied them to the corresponding

search sets. We can observe that semantic concepts can bring a significant improvement

over the fusion results based on text and image retrieval. Moreover, we find that the

improvement of QInd is not as stable as that of QClass, especially when semantic concepts
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Fig. 5 Comparison of mean average precision for (left) query independent combination and (right) query-
class dependent combination against the combination factor k
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are taken into account. For instance, in the collection of t03s and t03s, learning query-

independent weights only produces a poor performance close to the text baseline. In

contrast, QClass is almost always superior to QInd in terms of all the measures. The margin

between QClass and QInd is quite significant for some collections such as t03s and t05s.

This again shows that query-class dependent combination can produce better and more

consistent retrieval outputs than query-independent combination, especially when a large

number of retrieval sources is available.

6 Conclusion

This paper described and compared state-of-the-art text retrieval and image retrieval

approaches in the context of broadcast news video. Numerous components of text/image

retrieval have been discussed in detail, including retrieval models, text sources, expansion

window size, query expansion, images features and similarity measures. To provide a more

complete coverage for video retrieval, we also briefly discuss and experiment with an

emerging approach called concept-based video retrieval, and the strategies to combine

multiple retrieval outputs. We evaluated the retrieval performance of these components

based on multiple TRECVID video collections.

Our experiments have confirmed the following conclusions for video collections: in text

retrieval, Okapi models usually provide better performance than vector space models, as is

similar to previous experiments in text collections. However, unlike text collections, text

retrieval in video corpora is relatively insensitive to the choice of document length nor-

malization schemes. Among five predefined query types, text retrieval is the most effective

in queries for finding persons and specific objects. Among all available text sources, closed

caption has the best performance, but speech transcript also achieves comparable results in

Table 10 Comparison of two combination approaches, i.e., query-independent combination (QInd) and
query-class based combination (QClass), on multiple retrieval sources including text retrieval (T), image
retrieval (I) and semantic concepts (C)

Data Source Fusion MAP P30 P100 Person SObj GObj Sport Other

t03s Text N/A 0.146(+0%) 0.171 0.118 0.371 0.230 0.068 0.031 0.007

T+I QInd 0.166(+14%) 0.183 0.126 0.371 0.309 0.068 0.093 0.007

T+I QClass 0.176(+20%) 0.201 0.127 0.404 0.301 0.080 0.091 0.010

T+I+C QInd 0.150(+2%) 0.212 0.136 0.251 0.293 0.095 0.101 0.012

T+I+C QClass 0.200(+37%) 0.236 0.137 0.407 0.336 0.088 0.106 0.015

t04s Text N/A 0.078(+0%) 0.178 0.107 0.188 0.012 0.033 0.046 0.044

T+I QInd 0.080(+1%) 0.162 0.108 0.174 0.021 0.028 0.093 0.048

T+I QClass 0.084(+7%) 0.191 0.110 0.188 0.024 0.033 0.095 0.044

T+I+C QInd 0.079(+0%) 0.177 0.116 0.144 0.063 0.034 0.108 0.051

T+I+C QClass 0.094(+20%) 0.199 0.125 0.194 0.080 0.046 0.108 0.045

t05s Text N/A 0.073(+0%) 0.207 0.175 0.141 0.015 0.097 0.075 0.016

T+I QInd 0.094(+28%) 0.232 0.178 0.172 0.023 0.104 0.151 0.015

T+I QClass 0.085(+16%) 0.225 0.181 0.141 0.024 0.097 0.161 0.016

T+I+C QInd 0.105(+44%) 0.268 0.205 0.164 0.029 0.090 0.271 0.017

T+I+C QClass 0.116(+58%) 0.292 0.211 0.173 0.031 0.100 0.322 0.017
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term of average precision, even with a word error rate around 20%. VOCR is shown to be

useful in person-finding queries but not in others. Putting all text sources together is often

superior to using any single source except in some rare cases. Expanding the text retrieval

results to neighbor shots is an important strategy to mitigate the issue of timing mis-

alignment between video clips and relevant text keywords. But for news video retrieval, it

is beneficial to limit the expansion size inside the story boundary. Manual query expansion

with careful keyword selection can considerably improve text retrieval performance,

especially for the queries related to sports events. But on the other hand, automatic query

expansion based on WordNet or local feedback can degrade the retrieval performance if it

is not handled properly.

In image retrieval, color-based features (especially color moment) are among the best,

given their high effectiveness and low computational cost. Edge histogram can occa-

sionally provide a comparable performance with color-based features, but its performance

is not as consistent. For each query type, image retrieval is particularly useful for specific

object and sport queries, of which the information need can be captured by the visual

appearance of a limited number of image examples. But it produces relatively poor per-

formance on the other query types. Being robust to outliers and efficient to compute, the L1

distance is shown to be one of the most effective distance metrics in practice. To combine

multiple query images, using the harmonic mean and maximum function outperforms the

other fusion functions in terms of mean average precision. Finally, concept-based retrieval

offers another useful way to tackle the video retrieval problem. Combining the outputs of

multiple modalities can consistently improve the retrieval performance over any single

modality. Meanwhile, it is more robust and effective if the combination is done in a query-

dependent way.

It is worthwhile to point out that the focus of this paper is to review text/image retrieval

approaches for video collections, and hence it leaves out discussions on other aspects such

as human-computer interface, data indexing, storage and so forth. Moreover, this paper

mainly investigates video retrieval on broadcast news, instead of other genres such as

movie, sport broadcast and medical video. We believe additional studies on the remaining

topics will give us a more comprehensive understanding for video retrieval.

Although a huge body of text/image retrieval approaches has been investigated in the

literature, the retrieval performance for video collections still have a considerable room to

improve. In many ways our research has only just begun. In retrospect, perhaps we have

only done the obvious things until this point, but the fundamental ‘‘semantic gap’’ and

imperfect text information have still impeded the effectiveness of general text/image

retrieval algorithms in practice. We expect the advance of video retrieval technologies in

the future will bring more viable solutions to bridge the ‘‘semantic gap‘‘ and make video

collections more broadly accessible to general users.
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