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Abstract. In this paper I discuss several possible analyses for constituent order in German.
Approaches that assume continuous constituents are compared with an approach that assumes discon-
tinuous constituents. I will show that certain proposals that have been made to analyze constituent
order are either not adequate or cannot be implemented with currently available systems. For the pro-
posals that can be implemented I will discuss the amount of work a parser has to do. I then compare
two implementations of larger fragments of German: the Verbmobil grammar and the Babel grammar.
It is shown that the amount of work to be done to parse the Verbmobil grammar is significantly higher
than the work that has to be done parsing with the Babel grammar.
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1. Introduction

During the last years, several grammarians have argued for linguistic descriptions
of language that use the concept of discontinuous constituents (Reape, 1991, 1992,
1994a; Pollard, Kasper and Levine, 1992, 1994; Kathol and Pollard, 1995; Kathol,
1995, 2000; Miiller, 1995, 1997b 1999; Richter and Sailer, 2001a; Donohue and
Sag, 1999; Penn, 1999; Campbell-Kibler, 2001). Usually constituent order freedom
is taken as motivation for analyses with discontinuous constituents. As an example
consider the two sentences in (1).

(1) a. weill der Mann das Buch der Frau gab.
because the man,,,, the book,.. the woman,,, gave

‘because the man gave the woman the book.’

b. weil der Mann der Frau das Buch  gab.
because the man,,,, the woman,,, the book,.. gave

In standard HPSG (Pollard and Sag, 1994) it is usually assumed that arguments
are combined with their heads in the order dative, accusative, nominative. If one
assumes binary branching structures, der Frau gab forms a constituent in (la).
In the next projection this constituent is combined with the accusative object and
the resulting constituent is combined with the nominative argument. Now consider
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example b: Here, der Frau and gab are not adjacent. If one allows for discontinuous
constituents der Frau and gab can form a discontinuous constituent. In the next
projection step this constituent can be combined with das Buch and then with the
nominative argument. Grammars that do not allow for discontinuous constituents
have to analyze (1b) in a different way. How this can be done will be examined in
section 2. Apart from such reorderings I will discuss accounts for the position of
the finite verb, accounts for the analysis of the predicate complex, and proposals
for extraposition.

I will show that grammars for German that assume continuous constituents are
difficult to process since certain information that is needed to guide the parser
(valence information, for instance) is missing during the analysis of phenomena
that will be discussed throughout the paper. In section 3 it will be shown that
such problems do not arise during the processing of grammars that allow for
discontinuous constituents.

Section 2 consists of two parts: In the first part I will discuss the analyses that
have been proposed in the literature! and in the second part I will deal with actual
implementations. Most systems that are currently available for processing HPSG
grammars use a phrase structure based backbone. I will show that the analyses
that assume continuous constituents either require a huge quantity of phrase struc-
ture rules that is hardly maintainable for the grammar writer or they license an
enormous amount of constituents which slow down certain parsers considerably.

In section 3 I will discuss an alternative approach that allows for discon-
tinuous constituents. I will argue that if discontinuous constituents are allowed for
describing language, one can write more compact grammars. I will discuss the
advantages that a grammar for German has as far as parsing is concerned and I will
show how the parser that I have implemented works.

Reape (1991) notes that it is possible to develop grammars based on the concept
of discontinuous constituents which span every subset of an input string. The
complexity of the parsing problem for such grammars is at least exponential in
both time and space. As Reape (1991, p. 62) has argued for the processing of
grammars with discontinuous constituents and as Carroll (1994) has demonstrated
for different parsing strategies for grammars with continuous constituents, such
theoretical values are not of much help when it comes to non-toy grammars
that are supposed to be used in practical applications. I will therefore compare
the parsing results of two actually implemented grammars for German: one that
assumes continuous constituents (the Verbmobil grammarz) and one that allows
for discontinuous constituents (the Babel grammar). Statistics that were computed
from parses of 24,602 utterances taken from the Verbmobil corpus show that the
average number of passive edges built up during a parse is considerably larger
for the Verbmobil grammar than for the Babel grammar. I will also compare the
runtimes for a toy-grammar for a PP attachment fragment and the runtimes for the
Verbmobil corpus. The system that parses the grammar with continuous constitu-
ents is much faster in processing the toy grammar. The difference in parsing the
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Verbmobil corpus with the complete grammars is significantly smaller so that it can
be concluded that the extra computational resources that are needed for processing
discontinuous constituents are justified.

2. Continuous Constituents
2.1. LINGUISTIC THEORY

In what follows I will discuss various constituent order phenomena: the position
of the finite verb, the permutation of arguments of a single head, the formation of
verbal complexes and permutation of arguments of the heads in the verbal complex,
and extraposition.

In simple phrase structure based grammars all order variation had to be encoded
in the grammar rules directly. HPSG, like GPSG, divides the grammar into
Immediate Dominance and Linear Precedence rules (LP rules). So, in principle,
linearization issues can be dealt with separately. In GPSG, LP statements play
the role of constraining order in local trees. While in HPSG larger linearization
domains are possible, as is discussed in section 3, most HPSG publications have
implicitly adopted the GPSG conception of applying LP rules to local trees only.

2.1.1. Position of the Finite Verb

In this section I will discuss two approaches to the position of the finite verb. One
assumes flat structures and therefore leads to a straightforward account for finite
verb position and the other one uses binary branching structures, which makes
it necessary to use a verb-movement approach. As will be shown, such a verb-
movement approach is computationally expensive. The flat structure approach is
straightforward, but it complicates other parts of the grammar as will be discussed
in later sections.

Before I discuss the two alternative analyses, I want to show the three possible
positions for the finite verb in German sentences: verb first position (2a), verb
second position (2b), and verb last position (2c).

(2) a. Gab der Mann der Frau das Buch?
gave the man the woman the book

‘Did the man give the woman the book?’
b. Der Mann gab der Frau das Buch.

‘The man gave the woman the book.’
c. daf} der Mann der Frau das Buch gab.

‘that the man gave the woman the book.’

Verb second sentences are usually analyzed as derived from verb first sentences
by the fronting of one constituent (Erdmann, 1886; Paul, 1919). Since fronting is
usually treated in the same way in grammars with continuous and in grammars
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V[fin, SUBCAT ()]

Vlfin, SUBCAT (1, 2, 31 )] NP[nom] NP[dat] NP[acc]

gab der Mann der Frau das Buch

Figure 1. Flat structure: der Mann der Frau das Buch gab (‘The man gave the woman the
book’).

with discontinuous constituents, I will ignore sentences like (2b) and focus on (2a)
and (2c¢).

2.1.1.1 Flat structure

If a flat structure is assumed, the verb is in the same local tree as its adjuncts and
arguments, and it can be serialized either as the leftmost or the rightmost daughter
in the tree. In Figure 1, which shows an analysis for the sentence (2a), the verb gab
(‘gave’) is serialized to the very left of its arguments, but a serialization of the verb
at the right periphery is also admitted. Therefore examples like (2c) are accounted
for.

2.1.1.2 Binary branching structures

If binary branching structures are assumed, the finite verb position is usually
described by head movement analyses (Jacobs, 1986; Kiss and Wesche, 1991;
Netter, 1992, 1998; Egli and von Heusinger, 1992; Frank, 1994; Kiss, 1995a;
Miiller and Kasper, 2000; Meurers, 2000).

As a motivation for such an analysis, Netter provides the structures in Figure 2
for the example in (3).

A3 Bringt Peter morgen die Ladung?
brings Peter tomorrow the load

‘Is Peter bringing the load tomorrow?’

Without verb movement one would get two different structures for the sentence,
the first structure being the mirror image of the second. The problem with these
structures is that adverbs like morgen scope over different parts of the tree. Since
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[SC <] [SC<>]
/\ /\
[SC<T>] m 2l [SC<2>]
[SC<I>] [SC<{2>]
/\ /\
[SC <[11,21>] m [sC <2],[1>]

Bringt Peter morgen die Ladung Peter morgen die Ladung bringt

Figure 2. Unmotivated divergence of structures for verb-first and verb-last sentences.

scope in German is determined from left to right, the different structures in a verb
first sentence would make wrong predictions.

(4) a. daB Peter oft wegen der Konferenz arbeitete.
that Peter often because.of the conference worked
‘that Peter often worked because of the conference.’
b. daB Peter wegen der Konferenz oft arbeitete.
Arbeitete Peter oft wegen der Konferenz?

The two sentences in (4a) and (4b) have different readings. The first adjunct always
scopes over the second. If (4¢) had a structure as is shown in the first tree in Figure
2, the reading in (4b) is predicted, which is empirically wrong.? To cope with this
problem, Netter suggests the analysis shown in Figure 3. A verbal trace (5) attracts
all arguments of the verb ()4

HEAD [verb]
(5) | susoar ( V[vex+, suscar [1], cont ) e
CONT

loc

The trace functions as the head. It combines with the arguments of the verb ([1]

and |2 in Figure 3), and after having done so with the verb itself.

The problem with such head-movement approaches is that the head-trace
is dramatically underspecified. In particular, since the SUBCAT value is under-
specified, any number and type of arguments can combine with the head-trace with
the expectation that ultimately one can license this subcategorization list by finding
the appropriate verbal filler for the head trace.’ If the grammar contains other empty
elements that can be combined with the verbal trace, a bottom-up parser will not
terminate.
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V[SUBCAT () ]
AH
] V[SUBCAT< 2] >] V[SUBCAT< ] >]
/T

NP[nom] V[SUBCAT< ], > ]

N
NP[acc] V[SUBCAT< ] 2] >]

|

bringt Peter die Ladung -

Figure 3. Analysis with verbal trace.

2.1.2. Relatively Free Constituent Order in the Mittelfeld

In German, arguments and adjuncts of a head can be ordered relatively freely.
For instance, with a ditransitive verb like geben (give), all six permutations of
the arguments are possible, provided appropriate context and intonation. This is
exemplified by the verb last clauses in (6):

(6) a. welil der Mann der Frau  das Buch gab.
because the man the woman the book gave

‘because the man gave the woman the book.’
weil der Mann das Buch der Frau gab.
weil das Buch der Mann der Frau gab.
weil das Buch der Frau der Mann gab.
weil der Frau der Mann das Buch gab.

- e a0 o

weil der Frau das Buch der Mann gab

In general, the possibility to permute constituents depends on a broad variety of
interacting constraints such as animateness, weight, definiteness (see for instance
Behaghel, 1930; Drach, 1937; Hoberg, 1981; Hohle, 1982; Uszkoreit, 1987).

Verbs like kaufen (buy) take four arguments (see Kunze, 1991), and as Wegener
(1985) argued convincingly, some of the so-called “free datives” have to be
analyzed as complements as well. Therefore kaufen, as is used in (7), has five
arguments.

@) Deshalb kauft Karl von Hans fiir fiinf Mark seiner Frau ein Buch.
therefore buys Karl from Hans for five Marks his ~ wife a book

‘Therefore Karl buys a book for his wife from Hans for five Marks.’
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V[fin, SUBCAT ()]

NP[rom] NP[dat] NPJ[acc] V([fin, SUBCAT ( [1], 2], 31 )]

der Mann der Frau das Buch gab

Figure 4. Flat structure: der Mann der Frau das Buch gab (‘The man gave the woman the
book’).

In principle, all permutations of these five arguments are possible. For sentences
with five arguments the number of possible permutations is 5! = 120.

In the following I will discuss approaches that assume flat structures and
approaches that assume binary branching structures.

2.1.2.1 Flat structures

To account for the constituent order freedom in the examples we saw in (6),
Uszkoreit (1987) and Pollard (1996) suggested a flat structure. Uszkoreit and
Pollard assume that linearization constraints must hold in a local tree and since
all arguments in Figure 4 are in the same local tree, they can be permuted as long
as no LP rule is violated.

In German adjuncts may appear in any position between the arguments of the
verbs:

(8) a. Gab der Mann der Frau  das Buch gestern?
gave the man the woman the book yesterday

b. Gab der Mann der Frau gestern das Buch?
c. Gab der Mann gestern der Frau das Buch?
d. Gab gestern der Mann der Frau das Buch?

Usually it is assumed that the number of adjuncts per clause is not restricted.
In order to account for this the dominance schema has to license both the argu-
ments of a verb and an infinite number of adjuncts. The meaning of the complete
clause has to reflect the meaning of the adjuncts contained in it. Kasper (1994)
suggested a head-argument-adjunct schema that comes together with relational
constraints that compute the meaning of the mother. While such schemata are a
valid linguistic description they do not lend themselves easily to implementations
in phrase structure based systems. I will return to this in section 2.2.
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2.1.2.2 Binary branching structures

The problems that one has with flat structures disappear if one uses binary
branching structures. A head is combined with one argument in a head-complement
structure. Lexical heads and head-complement structures can function as head in
head-adjunct structures. (1) shows the possible positions for the adverb gestern
(‘yesterday’) and the appropriate binary branching structures.

) weil [(gestern) [der Mann [(gestern) [das Buch [(gestern) [der
because yesterday the man yesterday the book yesterday the
Frau  [(gestern) gab]]]]]]].
woman yesterday gave

‘because the man gave the woman the book yesterday.’

Therefore it is trivial to account for the free appearance of adjuncts in the German
Mittelfeld.

However, it is not trivial to account for the free ordering of arguments: In HPSG
as developed by Pollard and Sag (1987, 1994) the elements in the SUBCAT list that
represents the valence of a head are specified in an order that corresponds to the
obliqueness hierarchy of Keenan and Comrie (1977) given in (10).

(10) SUBJECT => DIRECT => INDIRECT => OBLIQUES => GENITIVES => OBJECTS OF
OBJECT  OBJECT COMPARISON
A valence principle cancels off elements in a strict order beginning with the most
oblique element. For our example with the ditransitive verb geben (‘give’) this
means that the dative object is combined with the head first, then this projection
is combined with the accusative, and finally the projection is combined with the
subject. Figure 5 shows the analysis of the sentence (6b) — repeated here as (11).

(11)  der Mann das Buch der Frau  gab.
the man the book the woman gave

“The man gave the book to the woman.’

Since der Mann, and das Buch, and der Frau are not sisters in a local tree,
they cannot be permuted freely. There are several solutions to this problem: Gunji
(1986), Hinrichs and Nakazawa (1989b), Pollard (1996), Engelkamp, Erlbach and
Uszkoreit (1992), and Kiss (2001) suggested using a set rather than a list to
represent valence information. The valence principle is adapted appropriately and it
is possible to combine two elements in head-complement structures if the argument
is an arbitrary element of the SUBCAT set of the head.

The problem with such an approach is that one gets spurious ambiguities for
constructions where the head is in the middle. An example of a case where spurious
ambiguities arise is the conjunction in coordinated structures, if they are treated as
the head of the construction, as suggested by Paritong (1992). The phrase Karl and
Mary could have the two structures in (12):
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Vlfin, SUBCAT () ]

N

NP[nom] Vlfin, SUBCAT

/\

[1] NPlacc] ~ Vifin, SUBCAT >]

A

[5] NP[dat]  V[fin, SUBCAT m, [2]. >]

der Mann das Buch der Frau gab

Figure 5. Binary branching structure: der Mann das Buch der Frau gab.

(12) a. [Karl [and Mary]]
b. [[Karl and] Mary]

In the first case the argument to the right of the head is combined with it first and
then the one to the left, and in (12b) it is the other way round.

An alternative to the SUBCAT set approach is to assume that the valence repre-
sentation is a list valued feature, but relax the requirement that elements have to be
removed from this list in the order of their obliqueness. This approach has problems
that are similar to those of the set based approach.

Another alternative was developed by Uszkoreit (1986). He suggested using a
lexical rule that for each verb licenses lexical items with permuted elements in
the SUBCAT list. In Uszkoreit’s approach the order of elements in the SUBCAT
list corresponds to the surface order of the elements.” This means that at least six
lexical items are licensed for a ditransitive verb like geben (‘give’).® This consid-
erably increases the lexical ambiguity. Furthermore, the approach has problems
with spurious ambiguities that cannot be solved without stipulations. Consider the
example in (13).

(13)  Der Frau gab der Mann das Buch.
the womany,, gave the man,,,, the book,..

‘The man gave the woman the book.’

The fronting of constituents in German is usually analyzed in terms of a nonlocal
dependency: A argument of the verb is removed from the SUBCAT list by the satura-
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tion by a trace, a unary projection, or by a lexical rule. The argument is introduced
into a list (SLASH) and percolated up the tree and then realized to the left of the
finite verb. The problem with (13) is that it can be analyzed with three lexical items
that have the SUBCAT lists shown in (14), thus yielding spurious ambiguities.

(14) a. <NP[n0m], NP[dat], NP[acc] >
b. <NP[dat], NP[nom], NP[acc] >
C. < NP[dat], NP[acc], NP[nom] >

Only the nom and acc are realized to the right of the finite verb and nom and
acc have the same order in all orderings in (14). With an analysis of extraction
based on lexical rules, an order for rule application could be stipulated, i.e., the
extraction lexical rule could be restricted to apply before the permutation lexical
rule. An additional feature that blocks certain orders of rule applications is needed.
With the other two approaches, i.e., with the trace or unary projection, one is
forced to assume exception features that block the extraction of an element that
was permuted by the lexical rule. A grammar that works without such technical
features is, of course, preferred over a grammar that needs them.

Note that the problem would disappear if permuted elements were extraction
islands. Then all reordered SUBCAT list elements could be marked as islands
simultaneously blocking the extraction of the element in the SUBCAT list itself.
I have shown in Miiller (1999, p. 101) that permuted elements are not islands.

(15) a. [Zum Gartenvereinsvorsitzenden]; hétte wohl nur dieser Mann [das

Talent _;].
‘Only this man had the talent to become the president of the garden
society.’

b. [Zum Gartenvereinsvorsitzenden]; hétte [das Talent _;] wohl nur dieser
Mann.

In a lexical-rule based approach the two sentences in (15) are analyzed with a
< NP[rnom], NP[acc] > and a < NP[acc], NP[nom] > SUBCAT list respectively. In both

cases the extraction out of the accusative NP is possible. Therefore the spurious
ambiguities in analyses of (13) can only be avoided by ad hoc features.

Depending on the way nonlocal dependencies are introduced, this is a problem
for the subcat-set approach and for the approach with the relaxed SUBCAT principle
also. If the nonlocal dependency is introduced in syntax, i.e., by a trace or by a
unary projection, it is not clear at which position in the tree the introduction has to
happen.’

In this section I have shown that one needs either flat structures with an infinite
number of daughters to account for the order of arguments and adjuncts, or one has
to stipulate certain features to avoid spurious ambiguities. In section 3.1.1 I will
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show how a discontinuous grammar can analyze the data with binary branching
structures without stipulating any additional features.

2.1.3. The Predicate Complex

In this section I want to discuss the formation of predicate complexes. In clauses
with a predicate complex, dependents of different heads may be permuted in the
Mittelfeld as if they were dependents of a single head. This is interesting since it
means that extra machinery is needed for certain approaches to constituent order
freedom in German. I will discuss argument attraction analyses that have been
suggested by Hinrichs and Nakazawa (1989b) and I will show that the processing
of finite clauses with the verb in initial position is problematic for most parsers
regardless whether flat or binary branching structures are used.

Verbs that embed an infinitive without zu and verbs that select for participles
form a complex with their verbal complement (Hinrichs and Nakazawa, 1989a).
Furthermore, some of the verbs that select an infinitive with zu form a complex
(Kiss, 1995). Hinrichs and Nakazawa (1989a) suggested analyzing these verbal
complexes via argument attraction, essentially a lexical variant of a functional
composition combining the two verbal functors (Johnson, 1986). For (16) this
means that zu lesen and versprochen form a verbal complex.

(16) weil  esihm jemand zu lesen versprochen hat.
because it him somebody to read promised has

‘since somebody promised him to read it.’

The complex inherits all arguments of the verbs that are involved in the complex
formation, i.e., for the complex zu lesen versprochen we have jemand, ihm, and es
as arguments. This verbal complex is in turn embedded under hat. hat inherits all
arguments from the embedded verbal complex. Since all arguments are dependents
of this verbal complex, it can be explained why these elements can be permuted in
the same way as normal arguments of one single verb can be (see the discussion
of (6)).1° As an example for the formalization of argument attraction consider the
lexical entry for hat in (17).

SUBCAT
(17)  |voome ( Vsuscar [1]] )

cat

The feature VCOMP in (17) is a special valence feature that is used for the selection
of elements that form a predicate complex with their head. For a motivation of such
a special selectional feature see Chung (1993); Rentier (1994); Miiller (1997b);
Kathol (1998); Miiller (2002).

The valence list of the auxiliary in (17) is totally underspecified. If the auxiliary
embeds an intransitive verb, the subject of the intransitive verb becomes the
subject of the verbal complex consisting of hat and the verb. If a transitive verb is
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embedded, both the subject and the object of the embedded verb become arguments
of the verbal complex.

In contrast to the auxiliary, the verb versprechen has its own arguments and adds
the arguments of the embedded verb or verbal complex:

suBcAT ( NP[nom], NP[dat] ) &

(18) | vcomp { Visuscar [1]])

cat

As will be discussed shortly, the fact that the valence of a verb that forms a verbal
complex is not fully specified until it is combined with the embedded verb has
consequences for approaches that assume continuous constituents.

Note that the number of arguments of the complex kaufen lassen hat in (19) is
SiX.

(19) Hater den Mann der Frau  das Buch von Karl fiir fiinf Mark kaufen
has he the man the woman the book from Karl for five Marks buy
lassen?
let

‘Did he let the man buy the book for the woman from Karl for five marks?’
As illustrated by (20), this addition of arguments can be iterated.

20) weil Hans Cecilia John das Nilpferd fiittern helfen 1463t.
because Hans Cecilia John the hippo feed help let

‘because Hans lets Cecilia help John feed the hippo.’

Fiittern is a transitive verb. Helfen takes a subject, a dative NP and a verbal
complex. The complex fiittern helfen has three arguments. Lassen takes a subject,
an accusative object (which is identical to the subject of fiittern helfen) and a verbal
complex. The complex fiittern helfen ldf3t has four arguments.

Restricting the number of arguments that a verbal complex may take is no less
ad hoc than limiting the number of center self-embeddings of relative clauses.
Restrictions on the number of arguments should not be part of a competence
grammar. The consequence of this is that it is impossible to predict the number of
arguments in a clause unless all verbs that take part in the formation of the predicate
complex have been combined. In the discussion in the next two subsections I will
show where the problems for continuous grammars are.

2.1.3.1 Flat structures

Hinrichs and Nakazawa (1994, p. 11) assume an immediate dominance schema for
sentences with a predicate complex that is similar to the following rule.!!
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HEAD verb
21 SYNSEM|LOG|CAT I:VAL]COMPS O ] —

NPCOMP +

H, C[SYNSEM|LOC|CAT|HEAD — verb]*, (C[SYNSEM|LOC|CAT|HEAD verb])

A simplified version of this rule that uses the notation adopted in the rest of the
paper is shown in (22):

(22) H[SC <>]— H,CT*,(VC)

The C™ stands for a set of at least one non-verbal argument. The VC stands for an
optional verbal complex that is built by the verbal complex schema shown in (23).

(23) H—H,VC

A sentence with a verbal complex like (19) — repeated here as (24) — is analyzed
in the following way: With the verbal complex ID rule (23), the verbal complex
kaufen lassen is built.

(24) Hater den Mann der Frau  das Buch von Karl fiir fiinf Mark kaufen
has he the man the woman the book from Karl for five Marks buy
lassen?
let

‘Did he let the man buy the book for the woman from Karl for five marks?’

This verbal complex inherits all arguments from kaufen and lassen. In the lexical
entry for hat it is specified that hat inherits all the arguments of the embedded
verbal complex. The head argument schema (22) is used to combine hat with all
its arguments and with the verbal complex kaufen lassen.

Now consider the problems that arise when one wants to process a rule like (22):
The head can be an auxiliary like hat. In this case no information about the elements
in the Mittelfeld is present, i.e., it is not known what C* stands for. This information
is only present when we have parsed VC. One could argue that it would be possible
to start parsing with the VC constituent, but while this would work for sentences
with an auxiliary as a finite verb, it would fail for sentences like (25) where the
finite verb in initial position is an argument composition verb that introduces its
own arguments:

(25)  Deshalb verspricht es ihm niemand zu lesen.
therefore promises it him nobody to read

“Therefore nobody promises him to read it.’

Since there should not be an upper limit for the number of elements in C*,
all parsers that do not process H and VC before processing C* will suffer from
performance problems since the parsing process is not guided by the rule.
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2.1.3.2 Binary branching structures

With binary branching structures no additional machinery is necessary to account
for verbs in initial position in sentences with a verbal complex. A rule for the verbal
complex like the one in (23) is sufficient. The remaining work is done by the verb
movement analysis: The verb in first position takes a projection with an empty
element that built the verbal complex:

(26)  [Hat; [der Mann [die Frau [gesehen _;]]]].

If an analysis without verb movement is assumed one has to assume that the verb
in initial position combines with non-verbal arguments before it is combined with
the embedded verbal complex:

(27)  [[[Hat; der Mann] die Frau] gesehen].

With a lexical entry for the auxiliary hat like the one in (17) analyzing sentences in
such a way is problematic since the valence requirements of the auxiliary are totally
underspecified. If the grammar contains empty elements, a bottom-up parser will
not terminate.

This means that in approaches with binary branching structures one either gets
problems because of the underspecification of valence information in the verbal
trace or because of the underspecification of valence information in head initial
verbs that form a predicate complex.

2.1.4. Extraposition

In this section I will show that extraposition is a nonlocal phenomenon and that the
number of extraposed elements should not be restricted in a competence grammar.
The consequence of this is that bottom up parsers get problems, since the number of
elements that are extraposed cannot be determined locally and therefore an infinite
number of hypotheses about extraposed elements have to be considered by the
parser.

The examples in (28) clearly show that extraposition is a dependency which is
nonlocal in nature, although this is often denied (for instance by Jacobson, 1987,
p. 62; Grewendorf, 1988, S. 281; Haider, 1996, p. 261; Rohrer 1996, p. 103):

(28) a. Karl hat mir [ein Bild [einer Frau _;]] gegeben,
[die schon lange tot ist];.

‘Karl gave me a picture of a woman who has been dead for a long time.’

b. Karl hat mir [eine Filschung [des Bildes [einer Frau _;]]] gegeben,
[die schon lange tot ist];.

‘Karl gave me a forgery of the picture of a woman who has been dead for
a long time.’
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c. Karl hat mir [eine Kopie [einer Filschung [des Bildes [einer Frau _;]]]]
gegeben, [die schon lange tot ist];.
‘Karl gave me a copy of a forgery of the picture of a woman who has
been dead for a long time.’

Relative clauses can be extraposed from an arbitrarily deeply embedded NP. The
same holds for complement clauses, as I have shown in Miiller (1999, p. 206):

(29)

a. Ich habe [von [der Vermutung _;]] gehort,
[daB es Zahlen gibt, die die folgenden Bedingungen erfiillen];.

‘I have heard of the assumption that there are numbers for which the
following conditions hold.’

b. Ich habe [von [einem Beweis [der Vermutung _;]]] gehort,
[daB} es Zahlen gibt, die die folgenden Bedingungen erfiillen]; .
‘I have heard of a proof of the assumption that there are numbers for
which the following conditions hold.’

c. Ich habe [von [dem Versuch [eines Beweises [der Vermutung _;]]]]
gehort,
[daB} es Zahlen gibt, die die folgenden Bedingungen erfiillen];.
‘I have heard of the attempt to prove the assumption that there are
numbers for which the following conditions hold.’

The example in (30) is a corpus example where a sentential complement is
extraposed over two NP borders:

(30)

Fir das Volk der Deutschen Demokratischen Republik ist dabei
[die einmiitige Bekriftigung [der Auffassung _;]] wichtig, [dal es
die Interessen des Friedens und der Sicherheit erfordern, daB alle
Staaten gleichberechtigte Beziehungen auf volkerrechtlicher Grundlage
zur Deutschen Demokratischen Republik aufnehmen und die bestehenden
europdischen Staatsgrenzen einschlieBlich der Oder-Neifle-Grenze als

endgiiltig und unantastbar anerkennen.]; '

‘The unanimous confirmation of the opinion that the interests of peace and
security require that all countries establish relationships to the German
Democratic Republic on the basis of international law and that all coun-
tries accept the existing state borders including the Oder Neille border as
final and inviolable is important for the people of the German Democratic
Republic.’

There are several approaches to extraposition in HPSG that treat it as a nonlocal
dependency using the same nonlocal mechanism that accounts for extraction to
the left'? (Keller, 1994, 1995; Bouma, 1996). Since extraposition behaves in some
respect differently from extraction to the left, a different feature called EXTRA is
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used for these nonlocal dependencies. This makes it possible to specify constraints
on both kinds of dislocation without any interferences.

To analyze a sentence like (31) an element is introduced into the EXTRA list
of the verb gearbeitet that has the form of an adjunct. Depending on the actual
analysis of extraposition that element in EXTRA is percolated to the phrase Ich
habe gearbeitet and then bound off by its filler an diesem Abend.

(31)  Ich habe gearbeitet [an diesem Abend].
I have worked at this  evening

‘I worked that evening.’

The introduction of elements into the EXTRA list can be done by a trace, by a lexical
rule, by a unary grammar rule, or by some lexical specification as was suggested
in Bouma, Malouf and Sag (2001). As the example (32) shows, the number of
extraposed elements in German is not restricted to two as was claimed by Olsen
(1982).

(32)  Ich habe gearbeitet [an diesem Abend] [in der Kneipe] [als Kellnerin].'
I have worked at this evening in the pub as barmaid

‘I worked as a barmaid in the pub that evening.’

The only limit on adding additional PPs seems to be a performance limit, which
should not be modeled in a competence grammar. The PPs are adjuncts and
are as such not subcategorized by the verb, i.e., they are not predictable from
subcategorization information of lexical heads."

When arguments are extraposed they correspond to an argument of a lexical
head. Since the number of arguments of a head is finite, only a finite number
of arguments of a head can be introduced into the EXTRA list. The situation is
different for adjuncts: In principle an infinite number of adjuncts may be combined
with a single head. Since we do not want to impose restrictions on the number
of extraposed elements per clause, we cannot restrict the number of elements in
the EXTRA list. Therefore a system that parses bottom-up and introduces elements
into an EXTRA list as hypotheses that there will be extraposed adjuncts to the right
would have to compute an infinite number of projections of a head. Van Noord and
Bouma (1994) have shown how a lexical rule based approach can be combined
with lazy evaluation techniques in a way that makes such grammars processable.

Kiss (2000) suggested an analysis for adjunct extraposition that is different
from the analysis of nonlocal phenomena that is standardly assumed in HPSG:
He assumes simple adjunction of extraposed adjuncts. In his paper he claims that
the extraposition of arguments is not a genuine nonlocal phenomenon. This is
empirically wrong as the examples in (29) show and since his account does not
extend to the nonlocal cases of argument extraposition, it has to be rejected.
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2.2. IMPLEMENTATIONS

Many implemented systems that can process HPSG-like grammars, like for
instance, PAGE (Uszkoreit et al., 1994) LKB (Copestake, 1999), and PET
(Callmeier, 2000) do not have a linearization component. Grammars that were
developed in these systems use a context free phrase structure backbone. An
example for such a grammar is the grammar developed in the Verbmobil project
(Miiller and Kasper, 2000).

There are other systems that allow for relational constraints like ALE (Carpenter
and Penn, 1996; Penn and Carpenter, 1999), ALEP (Schiitz, 1996), and ProFIT
(Erbach, 1995, 1998). Examples for grammars in the latter systems are the
grammar developed by Meurers (1994) and LS-Gram by Schmidt, Rieder and
Theofilidis (1996). As discussed by Meurers (1994), relational constraints can be
used to factor out specifications from the individual phrase structure rules and
encode them as part of definite clauses attached to several rules. Apart from using
this method to encode generalizations over several rules such as the universal prin-
ciples of HPSG, it can also be used to express the LP constraints in the form of
relational attachments to rather underspecified phrase structure rules. As Meurers
points out, the serious disadvantage for processing with such a grammar is that
the information in the relational attachments is not available to guide the parsing
process. For efficiency reasons, proceeding in this way therefore does not seem to
be an option for implementations of non-toy grammars.

Systems that do direct ID/LP parsing as suggested by Shieber (1984) are not
available.

In the following I will examine the consequences that the proposals discussed
in the last section have for implementations of non-toy grammars that use systems
like the ones mentioned above for grammar development.

2.2.1. Flat Structures

The problem with flat structures for systems with a phrase structure based back-
bone is that the number of rules needed to license the wide variety of flat structures
is quite big. There have to be rules for intransitive verbs, for transitive verbs, for
ditransitive verbs, and for verbs with four arguments. If the verb appears in initial
position, there may also be a verbal complex at the right periphery of the clause. In
order to account for this, the number of rules has to be increased again.

As was noted in section 2.1.2.1, adverbs can be placed anywhere between the
arguments. The number of adverbs is not restricted. If this has to be reflected in the
grammar rules, the number of rules is infinite. Even if one restricts the number of
adverbs in an ad hoc way, the set of rules will be huge.
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2.2.1.1 Multiplying out the rules

If flat structures are used, there are two ways to account for the free constituent
order in the Mittelfeld. Firstly, a SUBCAT list with fixed order can be used and all
possible permutations are represented in the rules. This leads to a large number of
phrase structure rules shown in (33).'6

(33) H — H[SC <A>], A

H — A, H[SC <A>]

H — H[SC <A>], A, VC

. H— H[SC <A,B>], A, B, VC
H — H[SC <A,B>],B, A, VC
H — A, B, H[SC <A, B>]

. H— B, A, H[SC <A, B>]

Q@ o a0 O

(34) H — H[SC <A,B>], A, B
H — H[SC <A,B>],B, A
H — H[SC <A, B,C>],A,B,C, VC
H — H[SC <A,B,C>], A,C, B, VC

H — H[SC <A,B,C>],C, A, B, VC

o a0 o

H— A, B, C, H[SC <A, B, C>]
g. H— A,C, B, H[SC <A, B, C>]
h. H— C, A, B, H[SC <A, B, C>]

]

The first two rules in (33) are needed for intransitive verbs with the verb (H)
in initial and in final position. The third rule (33c) stands for a sentence with
an intransitive verb, a verbal complex and a finite verb in initial position. The
sentences in (35) are examples.

(35) a. Hater geschlafen?
has he slept

‘Did he sleep?’

b. Hat er schlafen wollen?
has he sleep  want

‘Did he want to sleep?

The fourth and fifth rule (33d,e) stand for intransitive verbs in sentences where the
verbs in the verbal complex add an argument.
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(36) a. Hat das Kind ihn schlafen lassen?
‘Did the child let him sleep?’
b. Hat ihn das Kind schlafen lassen?

The sixth and the seventh rule (33f,g) stand for sentences with intransitive verbs
and a verbal complex in final position that adds one argument .

(37) a. daB das Kind ihn schlafen lassen hat.
‘that the child let him sleep.’
b. dal3 ihn das Kind schlafen lassen hat.

In these rules the verbal complex functions as a normal head. The rule therefore
can be used for transitive verbs in final position as well.

(38) a. daB keine Frau diesen Mann liebt.
‘that no woman loves this man’
b. daB diesen Mann keine Frau liebt.

For transitive verbs one has to add rules for head initial position (34a-b), for a
verbal complex that adds one argument with the head in initial position (34c—d),
and rules for sentences with a verbal complex in final position (34f-h). The °...’
stand for three more rules with appropriate permutations. So for verbs with two
arguments we had to add 2! 4 (2 = 3!) rules. For a maximum of n arguments we
get:

B9 24> i'+2xG+ D!
i=1

The 2 in (39) stands for the rules (33b—c), which are not part of the recursion.
If one assumes a maximum of 5 elements in the SUBCAT list of lexical verbs
(compare section 2.1.2), one gets 1901 rules. Such a huge quantity of rules is hardly
maintainable by a grammar writer.

2.2.1.2 A Lexical Rule

If one uses lexical rules that license lexical items with all permutations of the
elements in a SUBCAT list, like the one discussed in section 2.1.2.2, the following
17 phrase structure rules are sufficient if one artificially restricts the length of the
subcategorization list to five elements:
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(40) H — H[SC <A>], A

H — A, H[SC <A>]

H — H[SC <A>], A, VC

H — H[SC <A, B>], A, B, VC

H — A, B, H[SC <A, B>]

H — H[SC <A,B>],A,B

H — H[SC <A, B,C>], A, B, C, VC

H— A, B, C, H[SC <A, B, C>]

H — H[SC <A,B,C>],A,B,C

j. H— H[SC <A, B,C,D>],A,B,C,D, VC

k. H— A, B, C, D, H[SC <A, B, C, D>]

. H— H[SC <A,B,C,D>],A,B,C,D

m.H — H[SC <A,B,C,D,E>], A,B,C,D,E, VC
n. H— A,B,C,D, E, H[SC <A, B,C, D, E>]

o. H— H[SC <A,B,C,D,E>],A,B,C,D,E

p. H— H[SC <A,B,C,D,E,F>],A,B,C,D,E,F, VC
g H— A,B,C,D,E,F, H[SC <A,B,C, D, E, F>]

= I T L S

— e

The rules in (40) list the daughters in the same order as they appear in the SUBCAT
lists of the respective heads. The permutations are accounted for by the lexical rule.
So in contrast to (33) and (34) there is no permutation of SUBCAT elements in the
grammar rules in (40).

For a maximum of n arguments we get.

41) 2+3%*n

If one assumes a maximum of 5 elements in the SUBCAT list of verbs, one gets 17
rules. See Meurers (1994) for such a proposal and for other rules that are necessary
to analyze constructions that have not been discussed here. In Meurers’ grammar
the number of complements + subject is restricted to three, i.e., he has rules that
are equivalent to (40a—i).

Since the number of adjuncts per head is not restricted, one would need an
infinite number of rules or equivalent mechanisms that compute them on the fly
to account for the adjuncts in the German Mittelfeld. To my knowledge, there is
no HPSG grammar around that uses flat structures, that can be processed with a
system without lazy evaluation techniques,'” and that accounts for adjuncts in the
Mittelfeld.
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2.2.2. Binary Branching Structures

In grammars that use binary branching structures (LS-Gram, Verbmobil) the
description of adjuncts is less problematic, since in such a setup adjuncts can be
sisters of every binary tree or terminal node. In LS-Gram the scope facts were
not accounted for: For verb first and verb last sentences, two different structures
that branch in a different way are assumed. In section 2.1.1.2 I discussed the
evidence that was provided by Netter against such a treatment. The Verbmobil
grammar handles the positioning of the finite verb in a linguistically motivated
way. This results in performance problems due to the enormous quantity of edges
that a bottom-up parser has to compute because of the underspecification of valance
features of the head-trace in the head-movement analysis (see section 2.1.1.2).18
In both LS-Gram and Verbmobil a lexical rule is used that permutes the elements
of the SUBCAT list (see section 2.1.2.2). So for each valence feature two grammar
rules are sufficient. In the case of the Verbmobil grammar we have the two binary
branching head-complement rules in (1) and the two predicate complex rules in

2):

(42) a. H— X, H[SC <X>]
b. H— H[SC <X>1], X

(43) a. H— VC,H[VCOMP <VC=>]
b. H— H[VCOMP <VC=>], VC

2.2.3. Extraposition

To my knowledge, there is no system/grammar that does not use lazy evaluation
and handles extraposition in an adequate way. Despite of the known nonlocality of
the phenomenon, extraposition is described by local means in both the LS-Gram
and the Verbmobil grammar.

3. Discontinuous Constituents

In the next subsection, I want to explain how the mentioned phenomena can be
analyzed with discontinuous constituents. Reape and Kathol developed grammar
fragments for German that also use the concept of discontinuous constituents.
Reape (1996, 1992, 1994) originally introduced constituent order domains into the
HPSG framework to account for the permutations of arguments in sentences with
verbal complexes like the one in (16). Reape’s analysis of the verbal complex is
problematic for a number of reasons that have been discussed in Kathol (1998) and
Miiller (1999) and that will not be repeated here.

Kathol (1995, 2000) and Kathol and Pollard (1995) developed analyses for
the linearization of arguments, elements of the verbal complex, and extraposed
constituents that are in many ways similar to analyses in the Babel grammar. 1
discussed some differences in Miiller (1999, 2002).
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V([fin, SUBCAT <>]

A

NP[nom] VI[fin, SUBCAT <{[1]>]

[2] NP[acc] V[fin, SUBCAT 4 1)[2]>]
% !
NP[dat] VI[fin, SUBCAT [2[3]>]

der Mann das Buch  der Frau gab

—
)
[

Figure 6. Dominance structure for: der Mann das Buch der Frau gab.

Since this paper focuses on contrasting a linearization approach with construc-
tional approaches we will not discuss alternative analyses using discontinuous
constituents here, but focus on one coherent proposal namely the one imple-
mented in the Babel system. This also facilitates a comparison of the actual
implementations.

The Babel system (Miiller, 1996) can process a grammar like the one described
in the following directly. The details of the Babel parser will be discussed in
section 3.2.

3.1. THE ANALYSES
3.1.1. Relatively Free Constituent Order in the Mittelfeld

To parse the sentences we saw in the examples (6), a dominance structure is built
that is shown in Figure 6 on the next page. The elements that are circled are inserted
into a list which is called constituent order domain (DOM). In this list the elements
can appear in any order provided that no LP-constraint is violated.

This is formalized in the following way: The lexical representation of heads
contain an element in their domain list that has identical phonology and syntactic
and semantic information. !

ProN W
SYNSEM
PHON

44
(44) o < SYNSEM

DOM )
lexical-sign

lexzical-stgn
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If a head is combined with arguments or adjuncts or other dependent elements,
these — the non-head daughters — are inserted as ordered unbreakable units into the
domain of the head. This is formalized in (45).

(45) Construction of Domains:

HEAD-DTR|DOM

[headed~st7"ucture] = | NON~-HEAD-DTRS

DOM [1] O [=]

The O is the shuffle relation as used by Reape (1994). The shuffle relation holds
between three lists A, B, and C, iff C contains all elements of A and B and the
order of the elements of A and the order of elements of B is preserved in C. So if a
and b are elements of A and a precedes b in A, it has to precede b in C too.

The PHON value of a phrasal sign is the concatenation of the PHON values of its
domain elements:

PHON |I| ®...9 [7]
(46) [phmsal~sign] = PHON PHON [7]
pou sign T | sign

In (46), & corresponds to the append relation.
If a sentence like (6b) is analyzed, it gets exactly the same dominance structure
as (6a). The examples are repeated here as (47b) and (47a), respectively.

@47) a. welil der Mann der Frau  das Buch gab.
because the man the woman the book gave

‘because the man gave the woman the book.’
b. weil der Mann das Buch der Frau gab.

The dominance structures are displayed in Figure 7 on the following page and in
Figure 8 on the next page, respectively.

The only difference between the two analyses is that the constituents in (47b)
are continuous, whereas for (47a) we get the discontinuous constituent der Frau
gab.

Like arguments, adverbs are inserted into the domain of their head. Their free
appearance in the Mittelfeld is therefore explained.

3.1.2. Position of the Finite Verb

In a domain based approach the verb is in the same linearization domain as its
adjuncts and arguments. It can be serialized either to their left in verb initial posi-
tion or to their right in verb final position. The dominance structure is identical
in both cases. An example that involves a discontinuous projection is shown in
Figure 9. Figure 10 shows the analysis in a tree structure where the leaves corres-
pond to the surface order of the constituents. The scope facts are explained in a
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Vl[fin, SUBCAT () ,
DOM ( der Mann, das Buch, der Frau, gab) |

o

[1] NP[nrom] Vlfin, SUBCAT
DOM ( das Buch der Frau, gab) |

A

[2] NP[acc] Vlfin, SUBCAT > R
DOM ( der Frau gab) ]

e

NP(dar]  Vlfin, suscat ([, 2. [1] ) -
DOM ( gab) ]

der Mann das Buch der Frau gab

Figure 7. Dominance structure of weil der Mann das Buch der Frau gab.

similar way: Only the order of the combinations of adjuncts and heads is important.
The order is the same regardless whether the verb is in final or in initial position.
Linearization rules ensure that an adjunct in the Mittelfeld always has scope over
all other adjuncts in the Mittelfeld to its right, i.e., the last adjunct in a linearization
domain is combined with the verb it modifies first.

3.1.3. The Predicate Complex

The predicate complex is licensed by a single binary branching ID schema that
combines a head with the element that is selected via VCOMP (see (23)). In the
case of sentences with a predicate complex forming finite verb in initial position,
the finite verb and the verbal complex at the right periphery form a discontinuous
constituent. In an analysis of (25) — repeated here as (48) — verspricht and zu lesen
form a discontinuous verbal complex.

(48)  Deshalb verspricht es ihm niemand zu lesen.
therefore promises it him nobody to read

‘Therefore nobody promises him to read it.’

After the formation of the verbal complex it is clear what the arguments of this
complex head are. This is an advantage compared to systems that process grammars
for continuous constituents from left to right or from right to left, since as was
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V[fin, SUBCAT (),
DOM ( der Mann, der Frau, das Buch, gab)]

A

[1] NP[nom] V(fin, SUBCAT
DOM ( der Frau das Buch, gab)]

A

2] NP[acc] Vl[fin, SUBCAT ([1}, 1),
DOM ( der Frau, gab)]
N
NP[dar] ~ V[fin, sUBCAT ([0}, 2, [3] ),
DOM ( gab)]
der Mann das Buch der Frau gab

Figure 8. Dominance structure of weil der Mann der Frau das Buch gab.

Vl[fin, SUBCAT (),
DOM ( gab, der Mann, das Buch, der Frau)]

. e

M NP[rom]  V[fin, SUBCAT ([1),
DOM ( gab, das Buch, der Frau)]

o T

NP[acc] Vl[fin, suBcart ([, A1),
DOM ( gab, der Frau))

o T~

BINP[dat] Vlfin, suBcar ([, B),
DOM ( gab)]

der Mann das Buch der Frau gab

Figure 9. Dominance structure of a verb first example with discontinuous constituents: Gab
der Mann das Buch der Frau?
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V[fin, SUBCAT (),
DOM ( gab, der Mann, das Buch, der Frau)]

H C

V[fin, SUBCAT ([1),
DOM ( gab, das Buch, der Frau)]

H C

V(fin, SUBCAT ([, ),
DOM ( gab, der Frau)]

H C
\
Vlfin, SUBCAT ( (I, 2, &),
DOM ( gab)]
NP[nom] NPJ[acc] NP[dat]
gab der Mann das Buch der Frau

Figure 10. Verb first with discontinuous constituents: Gab der Mann das Buch der Frau?

shown in section 2.1.3, in such systems the number and the properties of the
elements between the finite verb in initial position and the predicate complex are
unknown until all parts of the predicate complex have been processed.

3.1.4. Extraposition

Kathol and Pollard (1995) suggested analyzing an extraposed element and its
head as a discontinuous constituent. In the process of constituent order domain
formation, the extraposed constituent is inserted in the higher domain separately. In
grammars that do not allow for discontinuous constituents extraposition is handled
by percolation of elements in a special list (EXTRA). These elements encode
hypotheses that there will be extraposed material to the right. As was discussed in
section 2.1.4 a competence grammar should not restrict the number of extraposed
elements. Since an infinite number of adjuncts may modify a head and since certain
types of adjuncts may be extraposed, an infinite number of elements have to be
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introduced into the EXTRA list. With an approach that allows for discontinuous
constituents, such an explicit encoding of hypotheses about extraposed material is
not necessary. A parser that works bottom-up combines just the material that is
present in the string.

3.2. PROCESSING

In the Babel system, I use a bottom up chart parser that is generalized for grammars
that employ the concept of discontinuous constituents. The parser is designed to
process grammars with binary branching rules but can be easily generalized. The
parser takes a specification like (49) and produces two rules from this that are
shown in (50) and (51).

[syNSEM|LOC|CAT|{SUBCAT

SYNSEM|LOC|CAT|SUBCAT @ < >
DOM

NON-HEAD-DTRS < [SYNSEM :l >
| poM Ip-insert([+],[2]) |

HEAD-DTR [

(49) DTRS

_SYNSEM‘LOC|CAT|SUBCAT SYNSEM|LOC|CAT|SUBCAT @ < >
(50) DOM lp—insert(, ) — DOM ,
copE or([5],[6]) CODE
SYNSEM
CoDE  [s]

Nand([s],[¢]) =0

SYNSEM|LOC|CAT|SUBCAT

(5 ) DOM lp—insm t( ’ ) C\(’)DE‘M ’
] 4 3 -. 5
CODE ( ’ E] )

SYNSEM|LOC|CAT|SUBCAT o ([])
DOM
CODE [ s

Nand([s],[¢]) =0

Ip-insert is a relational constraint that takes an element and a list as arguments.
The constraint either puts the element as a whole into the list or the element can
be split into more objects that are then in turn inserted into the list. The splitting
of elements is needed for the implementation of extraposition that was suggested
by Kathol and Pollard (1995) (see section 3.1.4). LP-constraints are tested only for
the elements that are newly inserted.
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The rules in (50) and (51) are almost equivalent to rules that a grammar writer
had to write instead of (49) in a system that uses a phrase structure backbone. The
only difference is that the elements on the right-hand side may be not adjacent.

The rules in (50) and (51) are used for two cases that happen during a parse.
The first case is that a constituent is entered into the chart that is a head. Then the
chart is checked for an edge that matches the complement description. The other
case is that a complement is entered into the chart. Then the parser searches for a
head that is looking for an appropriate complement. Parsing is a simple recursive
process: A word is taken from the string and the appropriate lexical description is
entered into the chart. The first element of a rule is unified with the entered word
and if this succeeds, the chart is searched for the second element of the rule. The
result of the combination is a new description of a linguistic object which is entered
into the chart. This is done for all grammar rules. The results of combinations are
entered into the chart in the same way as lexical items are entered. This recursive
process terminates after the last word of the input string is consumed.

This works in much the same way as the chart parsers for continuous constitu-
ents that are known so far. The only difference is that the chart is not an n * n table
with start and end points of vertices but a list. Two constituents that are combined
may not border each other. The only thing that can be said about their position in the
string without looking at constraints in the grammar is that they are not allowed to
overlap, i.e., material in the string may not be used twice. To enforce this constraint,
boolean vectors are used that were first suggested by Johnson (1985) and that were
applied to the problem of parsing HPSG grammars that allow for discontinuous
constituents by Reape (1991). A position in the string is represented by a bit. To
parse utterances of the length n, one uses bit vectors of length n: If the position in
a certain string is occupied by a word, the bit is set to 1, otherwise it is 0. To give
an example, consider the sentence (47a) — repeated here as (52a).

(52) a. weil der Mann der Frau  das Buch gab.
because the man the woman the book gave

‘because the man gave the woman the book.’

b. der Frau gab

For weil we have the bit 0, for der the bit 1, for Mann the bit 2, and so on. The
representation for the complete utterance in (52a) is shown in (53a).

B3) a. 11111111
b. 00011001

As was discussed in section 3.1 we need der Frau gab as a constituent in the
analysis of (52a) (see Figure 8). The bit vector representation of this discontinuous
phrase is shown in (53b).

If two passive edges in the chart are to be combined, the logical and of their
bit vectors has to be 0 since edges are not allowed to contain the same material.
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For instance, der Mann der Frau (‘the man of the woman’) can be analyzed as a
complex NP with a possessive genitive. The bit vector representation of this NP as
part of the utterance (52a) is (54).

G4 01111000

The logical and of the bit vector for der Frau das Buch gab which is shown in (55a)
and the bit vector for der Mann der Frau which was given in (54) is (55b).

(85) a. 00011111
b. 00011000

In (56b), the bits for all words that are used in both strings are 1. Since (55b)
contains two bits that are not 0, the value of the logical and is not 0 and therefore
the combination of der Mann der Frau and der Frau das Buch gab is not computed
by the parser.

If the combination of two edges succeeds, the resulting edge has as its code the
logical or of the code of the edges on the right hand side of the rule. As an example,
consider the combination of der Frau gab which has the bit vector in (53b) with
das Buch which has the representation in (56):

(56) 00000110

The bit vector for der Frau das Buch gab contains a 1 at every place where we have
a 1 in one of the two constituents that are combined. The result of the logical or
was already given as (55a).

The checking of the logical and and the computation of the new bit vector for
the result of a rule application is integrated into the rules in (50) and (51).

A parser for grammars that parse continuous constituents can use the string
positions of chart items to search for elements that are adjacent to an element that is
to be combined with other chart items. This is not possible with parsers that allow
for discontinuous constituents. However, Reape suggested an implementation of
the bit vectors as Prolog terms and appropriately computed Prolog terms can be
used for indexing: Suppose we are looking for elements that can be combined with
der Frau gab. This means that we search for an element that has a zero at the places
where we have a one in (56b) and that has a zero or a one at the places where we
have a zero in (56b). The representation in (57) matches exactly those elements
that are candidates for a combination with the constituent der Frau gab.

¢ ___00__0

Each ‘_’ is compatible with any value. With this representation of the bit vectors,
the non-overlapping test can be performed using simple Prolog unification. This
test is applied before any feature structures are unified.

The Babel parser does not need lazy evaluation techniques like the parser
described by Kasper, Calcagno and Davis (1998) and therefore the system runs on
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all Prolog versions that have the functionality described in Clocksin and Mellish
(1984).

The parser does not use any elaborated method to reduce the search space. One
method that could be applied in the Babel parser is head corner parsing (possibly
together with selective memoization (van Noord, 1997). Van Noord (1993, 1997)
provides algorithms that can be used for parsing grammars that allow for discon-
tinuous constituents. Since the focus of my research is linguistic theory and its
formalization, the parsing algorithm used in the Babel system is only a minimal
algorithm necessary to parse linearization grammars. While this means that the
parse times of Babel are not optimal, it also means that the number of edges
that is constructed by the Babel parser is comparable to the number of edges that
is constructed by systems like LKB, PAGE, and PET, which also work bottom-
up without any special strategies to restrict the number of passive edges that are
entered into the chart.

Oepen and Carroll (2000) describe techniques for local ambiguity packing that
dramatically reduce the number of chart items. Oepen and Caroll do not store edges
in the chart if they are subsumed by edges that have already been entered into the
chart. Such techniques can also be applied to the parser described here. As Caroll
and Oepen mentioned, it is important not to duplicate the parse tree construction
in feature structures, but leave it to the parser. Systems like PAGE, LKB, and PET
cut out the DAUGHTERS features before they store newly constructed elements in
the chart. The daughters features can also be cut out in linearization grammars, but
the domain elements are important for enforcing linear precedence constraints. For
better illustration of this point let us assume a linearization rule that says that PPs
have to follow NPs.

58) weil iiber diesen Witz keiner lacht.
because about this  joke nobody laughs

‘because nobody laughs about this joke.’

The first element that is constructed is iiber diesen Witz lacht. When this phrase is
combined with keiner, the linearization component has to be able to check whether
the NP is to the left or to the right of the PP, i.e., it has to have access to the
domain elements of the head. Access to domain elements of domain elements is not
required though. Therefore it is not necessary to reconstruct the complete recursive
structure of the domain elements in order to check LP constraints.

The number of passive edges created by the PET system and by the Babel
system that will be compared in section 4.2 was obtained without local ambiguity
packing.

4. Comparison

In the following, the Verbmobil grammar (Miiller and Kasper, 2000) will be
compared with a grammar that uses discontinuous constituents: the grammar of the
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Babel system (Miiller, 1996), which was developed earlier and which was extended
to cover the Verbmobil data. Both grammars provide an analysis for approximately
80 % of the grammatical input in the Verbmobil domain (appointment scheduling
and trip planning). The remaining 20 % are cases of ellipsis (4.7 %), asymmetric
coordinations and gapping (1.4 %). 13.9 % of the utterances that could not be
parsed consists of a set of minor phenomena that are not treated in the grammars,
each below 1 %. One example of the latter are examples with a missing determiner
as shown in (59).

(59) a. Achte geht sehr schlecht.
eighth goes very bad

‘The eighth (of a certain month) doesn’t suit me well at all.’

b. Das Hotel Cristal Hannover ist vielleicht ein bisschen teuer, hat
the hotel Cristal Hanover is perhaps a bit expensive has
dafiir aber Sauna, Solarium, Bar und Bistro.
therefore but sauna solarium bar and bistro

‘The hotel Cristal Hanover might be a bit expensive, but it does have a
sauna, a solarium, a bar, and a bistro, after all.’

Sentences like (59) could easily be covered if determiners were made optional for
the numeral in (59a) and the nouns in (59b), but since (59a) seems to be a marked
domain specific utterance that should not be admitted in a German grammar and
since allowing the omitance of the determiner for nouns like Sauna would admit
ungrammatical sentence like (69), I have chosen not to do so.

(60) * Ichgehein Sauna.
I go intosauna

Intended: ‘I go into the sauna.’

For a list and some discussion of the utterances not covered by the Verbmobil
grammar see Miiller and Kasper (2000).

Both grammars are competence grammars of German that are supposed to reject
ungrammatical input. The robustness that is needed for the processing of spoken
input was taken care of in separate modules of the processing system of Verbmobil.
When an utterance was not parseable, all maximal projections were passed to a
component that did robust semantic processing (Pinkal, Rupp and Worm, 2000).
Single words that did not belong to any maximal projection were also passed to
this component. Of course the same strategy can be used for the grammar with
discontinuous constituents.

4.1. PROPERTIES OF THE COMPARED GRAMMARS

The grammar for the system that can only process continuous constituents is more
restricted. From a linguistic point of view this is not satisfying, but from a practical
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point of view these restrictions turned out not to be very limiting in the Verbmobil
domain. I expect this to be different for other domains though. For instance, in
newspaper text a broad variety of grammatical constructions can be found that was
less important for covering the Verbmobil data. In the following subsections I will
discuss some restrictions that have been imposed on the Verbmobil grammar. Since
the Verbmobil grammar was used in a system that had strict time limits, several
restrictions were necessary. Therefore certain costly phenomena were not covered
(see Miiller and Kasper (2000) for some discussion). In the Verbmobil project the
PAGE system was used for processing the German, an English and a Japanese
grammar. It was a project requirement that all three grammars could be processed
by the same system. It was therefore impossible to use a system that could process
grammars that allow for discontinuous constituents. After the end of Verbmobil 1
adapted the grammar for LKB (LKB has type inference and no disjunction) and the
grammar can now be processed with the PET system, which is a reimplementation
of LKB in C. PET needs less memory and is more efficient than the LISP systems.
It was therefore possible to increase the coverage of the grammar.

The purpose of the Babel system is grammar verification only. Therefore no
compromises had to be made in the first place.

In what follows I will provide a list of differences between both grammars. The
list of differences is not complete. Its purpose is to show that the Babel system
provides analyses of phenomena which are very costly in general and which are
not covered by the Verbmobil grammar. This is relevant when it comes to the
comparison of the results in section 4.2.

4.1.1. Position of the Finite Verbs and Number of Arguments

Both grammars use only binary and unary branching rules. The grammar with
continuous constituents accounts for the finite verb position by a head move-
ment analysis that combines Netter’s analysis (discussed in section 2.1.1.2) and
a proposal made by Kiss (1995). Unary projections which are a partial evaluation
of the verbal trace with respect to the rules in the grammar are used instead of an
empty element since such rules can better be controlled by the parser. A lexical
rule licenses a special lexical item for verbs that occur sentence initially. Such
verbs are subcategorized for one complement, namely the verb final projection that
corresponds to Netter’s projection of a verb final trace (see Kiss, 1995, p. 72). The
length of the SUBCAT list of the verbal projection that is introduced by the unary
rule is limited to five elements and the syntactic properties of these elements are
specified in a way that excludes all combinations of the verbal projection with
unsaturated arguments and with elements that can never be arguments of verbs
(for instance determiners). The property of being a possible argument of a verb
is encoded in the type hierarchy. This is an additional effort that is necessary for
grammars with verb movement analyses and is not motivated linguistically.

Note that despite the limitation of possible arguments to five for lexical verbs,
there is no problem with recursion over verbal complexes that add arguments (see
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section 2.1.3). During the analysis of (61), the verbal complex fiittern helfen is built
first.

(61)  LaBt Hans Cecilia John das Nilpferd fiittern helfen?
lets Hans Cecilia John the hippo feed help

‘Did Hans let Cecilia help John to feed the hippo?’

It has three arguments. It is projected by a unary verb movement rule that intro-
duces the option of an additional argument that might be added by the verb in
initial position.

4.1.2. Extraposition

As discussed in section 2.2.3, existing grammars with continuous constituents
usually only treat local extraposition. This alone is empirically wrong. Further-
more, they use rules that are triggered by material in the right periphery of the
main clause.

(62) a. Ich schlage vor, dal} wir uns am Montag treffen.
I suggest PART that we us on Monday meet.

‘I suggest we meet on Monday.’

b. Sie hatten doch vorgeschlagen, sich am Montag zu treffen.
you had but suggested self on Monday to meet

‘But you suggested we should meet on Monday.’

In (62) the right periphery is marked by a particle or by a non-finite verb. As (63)
shows, the right periphery may be unmarked.

(63) Der Mann gibt der Frau  das Buch, die er liebt.
the man gives the woman the book who he loves

“The man gives the book to the woman he loves.’

Due to performance problems, such cases are not handled by the Verbmobil
grammar.

4.1.3. Extraposition with Antecedent

The grammar with continuous constituents does not handle sentences like those
in (64), in which a constituent has been extraposed leaving a correlate expression
behind in the Mittelfeld.

(64) a. Das wéare dann zum Beispiel moglich, daB3 wir um achtzehn Uhr
this would then for instance possible that we at eighteen clock
vierzig abfliegen.
forty fly
‘So it would be possible to depart at twenty to seven.’
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b. Das wiirde mir auch passen, am  dreiundzwanzigsten und
this would me also suit  at.the twentythird and
vierundzwanzigsten April den Bericht abzufassen.
twentyfourth April the report to.write
‘Writing the report on April the 23rd and 24th would suit me too.’
c. Denn wirsind ja dazu  angehalten, moglichst wenig Spesen
for we are yes there.to encouraged possibly few expenses
auszugeben.
to.spent
‘For we are encouraged to have as few expenses as possible.’
d. Oder sollten wir es vielleicht so machen, dal wir uns gleich
or should we it possibly somake that we us immediately
mittwochs abends  in Hannover treffen?
on.Wednesday at.evening in Hanover meet
‘Or would it be better to meet each other in Hanover on Wednesday
evening?’

Pollard and Sag (1994, pp. 149-150) suggested handling similar constructions in
English via a lexical rule that introduces an expletive it and a sentential complement
for each verb that selects a sentential subject. As illustrated by (65) below, there
are good reasons for assuming that the construction is more general, at least in
German.

(65) a. Der Mann hat es gehal3t, da er nie seinen Zug gekriegt hat.
the man hasit hated that he never his  train got has

‘The man hated always missing his train.’

b. Der Mann hat es gehafit, immer zu spit zu kommen.
the man hasit hated always too late to come

‘The man hated always arriving late.’

. Es hat den Mann geirgert, da} er nie  seinen Zug gekriegt hat.
it has the man annoyed that he never his  train got has

‘The man was annoyed that he never caught his train.’

d. Es hat den Mann geidrgert, immer zu spét zu kommen.
it has the man annoyed always too late to come

‘The man was annoyed that he always arrived late.’

e. Der Mann hat sich dariiber ~ geérgert, dal er nie  seinen Zug kriegt.
the man has self there.about annoyed that he never his  train gets

‘The man was annoyed that he never caught his train.’

f. Der Mann hat sich dariiber ~ geérgert, immer zu spit zu kommen.
the man has self there.about annoyed always too late to come

‘The man was annoyed that he always arrived late.’
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Antecedent es/das and da(r)+Preposition can function as arguments where the
head selects for subjects, objects, or prepositional complements with an appro-
priate meaning. They can appear together with subordinated clauses and with zu
infinitives. If one follows the lexical rule based approach, this means that for a
large class of verbs there have to be new lexical items. Note that the antecedent
elements can be permuted as other subjects or complements in the Mittelfeld. So if
lexical rules for permutation are used one gets an enormous quantity of additional
lexical items.

The alternative to a lexical rule based approach would be to assume that the
clauses are dependents of the antecedent element. But with this assumption one is
forced to implement a proper treatment of extraposition as a nonlocal dependency.

In the case of pronominal adverbs as in (64c) it can be shown that the clause
has the da as its antecedent. If this is to be captured adequately a proper treatment
of extraposition is also necessary.

In the Babel grammar, 1 assume that es daf3 er nie seinen Zug gekriegt hat
forms a discontinuous constituent, the es being the head of the construction
(see Miiller, 1999). The es and the clause or an infinitive are combined directly
forming a discontinuous constituent. No introduction of hypotheses about extra-
posed constituents is necessary. If the sentence does not contain a daf-clause,
nothing happens.

4.1.4. Optional Coherence

In section 2.1.3, I discussed the sentence (16), repeated here as (66a).

(66) a. weil esihm jemand zu lesen versprochen hat.
since it him somebody to read promised has

‘since somebody promised him to read it.’

b. weil ihm jemand  versprochen hat, es zu lesen.
since him somebody promised has it to read

‘since somebody promised him to read it.’

In (66a), the verbs zu lesen, versprochen, and hat form a verbal complex, while
in (66b) they do not. The construction in (66a) is called a coherent construction
and the one in (66b) an incoherent one. Versprechen is a verb that allows for both
coherent and incoherent constructions. Verbs that govern an infinitive without zu
obligatory construct coherently (see Bech (1955) for terminology and the general
observations and Kiss (1995) for an HPSG analysis).

As I argued in Miiller (1999), the optional coherence should not be treated as
a subcase of coherence. In the Babel grammar an analysis for both constructions
is implemented, i.e., both sentences in (66) can be analyzed. In the grammar with
continuous constituents there is only the lexical entry for the incoherent construc-
tion. The other lexical entry is not specified in the grammar because of performance
considerations. Therefore (66a) cannot be analyzed.
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4.1.5. Preposition Stranding

In the Verbmobil grammar only a subset of the instances of preposition stranding
is handled.

(67) a. Da miiten wir wohl noch einen Termin fiir festmachen.?’
there must we well yet an  appointment for solid.make

‘We still have to schedule an appointment for this.’
b. Ahja, da hatte ich schon von gehort.?!

ah yesthere had 1 already of heard

’Ah yes, I had already heard about that.’

The cases in (67) where the pronoun da is placed in the sentence initial position
are accounted for by a nonlocal dependency.

(68) a. Ichhoffe, Sie haben da  auch Lust zu.?
I hope you have there also lust to

"I hope you also feel like doing this.’

b. Also,da  muB ich erst mal gucken, ob ichda tiberhaupt
well there must I first look  whether I there at.all
zustindig  fiir bin.?
responsible for am
‘Well, first I have to check whether I am responsible for this.’

Examples like (68) where the pronoun is inserted into the Mittelfeld are not
analyzed. In the Babel grammar I use a special grammar rule to account for
sentences like (68) (Miiller, 1997a, 1999). The analysis requires two elements to
be admitted in SLASH. In the Verbmobil grammar only one element is allowed in
SLASH. This reduces the search space for the Verbmobil grammar.

4.1.6. Modal Infinitives

Modal infinitives with sein are not covered in the grammar with continuous
constituents.

(69) a. Deswegen wire vielleicht das zweite von Ihnen genannte
therefore would possibly the second by you called
vorzuziehen.?*
prefer
‘Therefore the second one you mentioned might be preferable.’

b. Das ist leider nicht zu machen.?
this is unfortunately not to make

‘Unfortunately this cannot be done.’
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The auxiliary/copula sein is a highly ambiguous word and each new entry for the
copula increases parse times and the search space for all sentences that contain this
word. The Babel grammar contains such an additional auxiliary.

4.1.7. Depictives

The Babel grammar can handle depictive secondary predicates.

(70)  Ich schreibe den Termin unbesehen ein.
I write the date unseen in

‘T’ll enter the date unchecked.’

Depictives can refer to subjects, direct objects, and indirect objects (Miiller, 2001,
2002). The Babel grammar uses a lexical rule that licenses four additional lexical
items for each predicative adjective. This, of course, yields a considerable enlarge-
ment of the search space of every sentence that contains a predicative adjective,
whether it is used as depictive predicate or not.

4.2. RESULTS

After having shown that the Verbmobil grammar has less coverage than the Babel
grammar, especially for expensive phenomena, I will now show that the work that
has to be done by the parser in Babel is less than what is needed for parsing with
the Verbmobil grammar.

Both systems parsed the utterances of the CDs 1, 3, 4, 14, 15, 20, and 32 of the
Verbmobil project. These CDs contain 24.602 utterances. Due to space limitations
for the parsing process, a limit for the number of passive edges was set (100.000
for the PET system and 9.000 for Babel). Both parsers fail on the same number of
sentences because of this restriction. Both grammars in average license six readings
per utterance. The average number of readings is not completely equal since the
edge limit effects the average number of readings. A highly ambiguous sentence
maybe parseable in one system, but nonparseable in the other one.

4.2.1. Search Space

Figure 11 shows the number of passive edges that are created during a full parse
relative to the utterance length.?®2” The figure shows that the number of passive
edges grows more quickly in a system with continuous constituents. The figure
only displays the results for sentences up to 21 words. The curve continues to grow
in a similar fashion for longer sentences, but it is not smooth. This is due to the
fact that the corpus consists of spoken language and longer utterances are not very
frequent. The average utterance length is 7 words. Figure 12 shows the number of
sentences with 17 to 24 words.
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70000 7| ¢ — discontinuous
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(generated by [incr tsdb()] at 20-jul-2001 (11:28 h))
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Figure 11. Passive edges generated by the grammars during a full parse.
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Figure 12. Number of sentences of a certain length: black = grammatical, white = ungram-
matical.

4.2.2. Parse Time

The Figures 13 and 14 show the parse times for sentences that were not affected by
edge limits for Babel and PET, respectively.

They show that PET is faster by a factor of approximately 13 for longer
sentences. However, since the two systems are implemented in different program-
ming languages the results are not really comparable. A reviewer suggested the
implementation of two toy grammars that license NPs and PPs. The parse times
of these grammars can be compared and the differences show differences in the
implementations of the two parsers. Figures 15 and 16 show the parse times for
two toy-PP-grammars.
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Figure 13. Parse time in seconds for Babel (Verbmobil data).
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Figure 14. Parse time in seconds for PET without packing (Verbmobil data).
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Figure 15. Parse time in seconds for Babel (PP toy-grammar)
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0 -4 (generated by [incr tsdb()] at 26-aug-2001 (20:50 h))
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Figure 16. Parse time in seconds for PET without packing (PP toy-grammar)

For sentences with 9 prepositions (sentence length 26), PET is 2591 times faster
than Babel.

As Figures 13 and 14 show, the difference between Babel and PET is much
smaller (around 13) when the full grammars are processed. Therefore it seems
promising to generalize systems like PET so that grammars that allow for
discontinuous constituents to be processed.

5. Summary and Outlook

It has been shown that the domain-based grammar is better suited to parse
sentences with a sentence length of up to 21 words. The search space for such
sentences is considerably smaller. The Verbmobil corpus contains sentences with
a length of up to 60 words, but the number of sentences with more than 21 words
is not significant (2.54% of 24,602 utterances). It remains to be seen how different
grammars behave when it comes to sentences longer than the ones one finds in
spoken language.

An interesting direction for further research is to implement a grammar that can
be processed with one system in two different modes: with and without discon-
tinuous constituents. Since the part of the Verbmobil grammar that accounts for
constituent order does not interfere with other parts of the grammar it can be
separated easily and the other linearization module can be plugged in. A system
that can process both kinds of grammars is currently under development (Fouvry
and Meurers, 2000; Daniels and Meurers, 2002). With such a system it will become
possible to compare runtimes, which is not possible now since there are too many
varying parameters such as system specific memory requirements.
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Notes

I Due to space limitations I cannot provide an introduction to HPSG here. I therefore have to
presuppose some familiarity with HPSG in general and with the literature on HPSG for German
in particular. For HPSG in general see (Pollard and Sag, 1987, 1994). Issues concerning German
syntax in the HPSG framework are discussed in Nerbonne, Netter and Pollard (1994) and Meurers
and Kiss (2001) and in some of the literature cited elsewhere in this article.

2 On Verbmobil see Wahlster (2000).

3 This argument is only valid if scope is determined with respect to the tree structure. In HPSG
scope could also be determined with reference to the serialization of the involved elements. In section
2.1.3.2 about the predicate complex, I will show that one gets problems similar to those discussed in
this section if one does not assume verb movement.

41 adapted Netter’s trace so that the order of elements on the SUBCAT list corresponds to the order
that is assumed by Pollard and Sag (1994) and throughout this paper.

5 Note, that the problem discussed below is not a general problem of argument attraction
approaches. The problem arises only when underspecified valance lists are instantiated by saturation
of arguments. If the element from which arguments are attracted is combined with its head before
any other argument is combined with this head, all valance lists are instantiated.

6 See Steinitz (1969) for a different position. She admits at most one (possibly complex) adverbial
of a certain type in a clause. Steinitz allows several adverbials of the same kind to form a constituent.
So for instance in (i) the PPs in der Schonhauser Allee and unter der Laterne form a constituent
specifying the location of the event expressed by the verb (pp. 126-131).

@) Das Auto hielt  in der Schonhauser Allee unter einer Laterne.
the car stopped in the Schonhauser Allee under a streetlamp

Note however that it is possible to have adverbials of the same type in a sentence that refer to different
verbs:

(i) weil er gestern morgen sterben wollte.
because he yesterday tomorrow die wanted

‘because he wanted yesterday to die tomorrow.’
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If we do not restrict the number of verbs per verbal complex (see the discussion of (20) in section
2.1.3), it follows the the number of adverbials per sentence is not restricted either.

7 Jacobs (1986, p- 120) seems to have a similar analysis in mind (see also Egli and Egli-Gerer, 1991,
p. 107).

8 Uszkoreit actually assumes more than six lexical entries for geben since his lexical rule instantiates
all features that are relevant for linearization. All these different permutations and instantiations give
rise to 18 different lexical items for a ditransitive verb.

9 This is basically equivalent to the problem of linearizing traces in a system that uses a phrase
structure based backbone to process a grammar with flat structures.

10" The possibility to scramble the arguments of the embedded verb with the arguments of the matrix
verb has been denied for various classes of embedded verbs. However, that basically all permutations
are possible becomes clear if one takes the data that was discussed by Bech (1955, p. 136), Bierwisch
(1963, p. 25), Jacobs (1991, p. 20), and Haider (1991, p. 5). The permutation of elements with the
same morphological case is restricted by performance factors in both simplex and complex clauses.
See Kuno (1980, p. 175) for Japanese and Miiller (1999, pp. 172-173) for German. A detailed
discussion of predicate complex constructions and more references can be found in Miiller (2002).
11" 1n Hinrichs and Nakazawa (1998) they assume the rules in (i).

(i) a. H[SC <>]— C*, Hyora

b. H— H[VFORM - fin], VC
12 Neues Deutschland, 06.12.1969, p. 1.
13 Extraction to the left is usually called topicalization, but for German the term fronting is more
appropriate since expletives and fixed parts of idioms can be fronted and they are not topics. On the
distributional properties of idioms see Miiller (2002).
14" Spiegel, 23/1997, p. 122.
15 Note that some recent versions of HPSG treat adjuncts as dependents. Adjuncts are introduced
into the SUBCAT list of their head by a lexical rule (van Noord and Bouma, 1994) or a relational
constraint (Bouma, Malouf and Sag, 2001). With such an approach the problem of non-predictable
extraposed elements is shifted to another place and lazy evaluation techniques are needed to process
the grammar. Lazy evaluation means that the execution in one branch of the program is delayed until
enough information is available. Not all systems that are used for processing HPSG-like grammars
have built-in machinery that allows for lazy evaluation.
16 A reviewer pointed out to me that ALE provides the possibility to represent the rules in (i) by a
single rule of the form in (ii).

@) H — H[SC <>]

a.

b. H— A, H[SC <A>]

c. H— A, B, H[SC <A,B>]

d. H— A,B,C, H[SC <A,B,C>]

e.
(i) H— X, H[SCX]

At the moment such a schematic rule is applied in parsing, the number of daughters has to be known
though. This essentially makes it necessary that the head is found first to determine the length of the
SUBCAT list and thereby the number of daughters involved. Therefore in ALE rules like (33a,c,d)
cannot be abbreviated in this way. It is also not possible to collapse rules like (33e) and (33g) since
here the arguments are explicitly referred to in order to permute them.

Note that in systems which do not provide for relational constraints the number of daughters has
to be fixed anyway, since information has to be percolated from the daughters to the mother (for
instance nonlocal features and semantic indices).

17" See also note 15.
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18 GeiBler (1994) suggests a special lexical rule that licenses two output elements: a lexical item for
the initial verb and an instantiated verbal trace for head-movement. Johnson and Kay (1992) suggest
lexical entries that consist of two elements: a phonologically filled element and a corresponding
empty element. These approaches are problematic for sentences with high lexical ambiguity. Suppose
we have four lexical entries for a verb like wissen (‘know’) (intransitive, transitive, with clausal
complement, with interrogative clause as complement). In an account that treats permutation in the
Mittelfeld via lexical rules, we have to license lexical items with the appropriate permutations of
valence lists. For all these lexical items we have to license empty elements for verb movement. In the
case of wissen we get seven empty elements. For longer sentences this will result in a combinatorial
explosion. Note also that there may be more than one finite verb in a sentence. If we have several
verbs with identical valence requirements they license several identical traces. So we need additional
machinery that ensures that the trace is used with the head that licensed it. Furthermore, verbs in
first/third person plural have a form that is identical to their infinitive form. Therefore when we parse
an example like (i) we get empty elements for will (‘want’), wissen (‘know’), and kommt (‘come’).

1) Ich will wissen, wer kommt.
I  want know who comes

‘I want to know who is coming.’

Whether the approaches suggested by Kay, Johnson, and GeiBler lead to a performance improvement
is therefore an open issue. It depends on the lexical ambiguity and on other parts of the grammar.
The empirical tests that are needed to determine the usefulness for the Verbmobil grammar could
not be made since neither LKB nor PET allows for phonologically empty elements. In these systems
grammars with empty elements have to be rewritten in a way where the empty elements are replaced
by unary rules. In such systems, the equivalent to GeiBler’s, Kay’s, and Johnson’s dynamically
licensed empty elements is a dynamically licensed grammar rule, i.e., a grammar rule that can only
be used if certain lexical entries are present in a string. No such thing exists.

19" Note that the head does not contain itself in its domain list. A representation as in (i) would yield
unintuitive representations since these domains can be understood as lists of daughters of a head and
this would mean that a head has itself as a daughter.

o) [DOM <>]

lexical-sign

—~

20 Verbmobil Corpus, CD 14.

21 Verbmobil Corpus, CD 04.

22 Verbmobil Corpus, CD 20.

23 Verbmobil Corpus, CD 04.

24 Verbmobil Corpus, CD 20.

25 Verbmobil Corpus, CD 01.

26 Note that the curve for the Verbmobil grammar differs dramatically from what was given in
Miiller (2000). The reason is that I switched to another system for processing continuous grammars.
As was mentioned at the beginning of this section, I now use the PET system which is a reimple-
mentation of LKB in C. PET needs less memory and is much faster. This gave me the opportunity
to extend the grammar in an adequate way: I now treat adjunct extraction as a non-local dependency.
This is a very costly analysis and therefore (computational) linguists working on implementations
usually stipulate special structures for fronted adjuncts (Kolb and Thiersch, 1991; van Noord, Bouma,
Koeling and Nederhof, 1999). Note that adjunct extraction is not just needed for sentences with an
adjunct in the Vorfeld, but also for interrogative and relative clauses that have an adjunct as the
interrogative or relative phrase, respectively. Apart from changing the adjunct analysis, I introduced
an analysis for matching free relatives, and I completed the analysis of complex fronting. All these
phenomena were not implemented in the grammar reported about in Miiller (2000). In order to parse
a reasonable quantity of the test utterances, the edge limit has been raised to 100.000.

27 The figure was generated by TSDB++ (Oepen and Flickinger, 1998).
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