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Abstract

Most document classification systems consider only the distribution of content words of the documents,

ignoring the syntactic information underlying the documents though it is also an important factor. In this

paper, we present an approach for classifying large scale unstructured documents by incorporating both the

lexical and the syntactic information of documents. For this purpose, we use the co-training algorithm, a
partially supervised learning algorithm, in which two separated views for the training data are employed

and the small number of labeled data are augmented by the large number of unlabeled data. Since both the

lexical and the syntactic information can play roles of separated views for the unstructured documents, the

co-training algorithm enhances the performance of document classification using both of them and a large

number of unlabeled documents. The experimental results on Reuters-21578 corpus and TREC-7 filtering

documents show the effectiveness of unlabeled documents and the use of both the lexical and the syntactic

information.
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1. Introduction

Automatic document classification is an important research area in information retrieval and
has a great potential for many applications handling text such as routing and filtering. Its aim is to
* Corresponding author.

E-mail addresses: sbpark@bi.snu.ac.kr (S.-B. Park), btzhang@bi.snu.ac.kr (B.-T. Zhang).

0306-4573/$ - see front matter � 2003 Elsevier Ltd. All rights reserved.

doi:10.1016/j.ipm.2003.09.003

mail to: sbpark@bi.snu.ac.kr


422 S.-B. Park, B.-T. Zhang / Information Processing and Management 40 (2004) 421–439
assign a given document to the predefined category to which it belongs. Up to now, various kinds
of algorithms based on machine learning or statistics have been applied to this task and showed
relatively high performance (Joachims, 1998; Kim, Hahn, & Zhang, 2000). However, most of
them applied to this task have been using a simple bag-of-words representation of documents
where each feature corresponds to a single word (Nigam, McCallum, Thrun, & Mitchell, 2000).
That is, they use only the distribution of content words, assuming that the words are independent
one another. But, this representation ignores linguistic information underlying the documents,
which is another important factor in filtering texts.

Each document has its own traits in the style, and the syntactic information is one of the best
measures to capture the stylistic divergence among the different kinds of documents (Biber, 1995).
Although the syntactic features can give much information in classifying the documents, they are
not widely used due to their lack of formal definition and complicated representation. In addition,
unfortunately, the current NLP (natural language processing) techniques are not able to provide
accurate results in syntax analyzing. However, some studies show that text chunks can give en-
ough information on syntax analysis instead of full parsing (Stamatatos, Fakotakis, & Kokkin-
akis, 2000).

Another problem in document classification is that there are a great number of inexpensive
unlabeled documents while there are a few labeled documents (Nigam et al., 2000). It is very
expensive to obtain the labeled documents, since labeling of documents must be done by human
experts. The co-training algorithm (Blum & Mitchell, 1998) is one of the successful algorithms
that handles unlabeled data. It is in general applied to the problems where there are two distinct
views of each example in the dataset. For example, web pages can be considered to have two
views: one is for their contents and the other is for link information. It learns separate classifiers
over each of the views, and augments a small number of labeled examples incorporating the large
number of unlabeled examples. Its final prediction is made by combining its two classifiers.

In order to incorporate unlabeled examples with labeled examples, a metric to measure the
confidence of labeling an unlabeled example is required in the co-training algorithm. Recently, the
concept of margin is introduced with the emergence of support vector machines (Scholkopf,
Burges, & Smola, 1999), where the margin is defined as the product of true label (assumed to be
)1 or +1) and the classifier�s output. If the prediction of the classifier is correct, the margin is
positive, otherwise negative. When the output of the classifier is real value, it can be considered to
be the confidence on prediction.

We propose a co-trained support vector machines (SVM) for document classification. It is
based on the co-training algorithm, so that it effectively uses not only given small number of
labeled documents but a great number of unlabeled documents. For the two views of the co-
training algorithm, we use both lexical information and syntactic information. Thus, the proposed
method can be applied to classify the unstructured normal documents where there is no link
information. Since we adopt SVMs as base classifiers it is natural to use the margin as a confi-
dence measure for predicting unlabeled examples.

This paper is organized as follows. Section 2 explains several approaches to incorporating
unlabeled documents and linguistic information in document classification. Section 3 describes the
co-training algorithm using both the lexical and the syntactic information. Section 4 reports the
experimental results on Reuters-21578 corpus and TREC-7 filtering documents. Finally, Section 5
draws conclusions.
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2. Related work

Incorporating unlabeled examples is not a new scheme in information retrieval. It has been a
major research topic under the name of pseudo relevance feedback, a variance of relevance feed-
back. The idea of relevance feedback is to examine a portion of the retrieved documents and
assign relevance values to each of them. The contents of the documents are analyzed to make the
query closer towards the examined relevant documents and away from the examined non-relevant
documents. The most common model for relevance feedback is proposed by Rocchio (1971). The
terms in the new query are ranked by the weighted sum of the term weights in the current query,
the known relevant documents, and the known non-relevant documents. That is, the new query is
constructed with several top terms ranked by:
wiðQ0Þ ¼ a � wiðQÞ þ b � wiðRÞ þ c � wiðNÞ;

where wiðQ0Þ and wiðQÞ are the weights of a term wi in the new and current queries, wiðRÞ and
wiðNÞ are the weights of wi in the relevant and non-relevant documents, and a, b, and c are the
parameters to be determined. Many experiments on relevance feedback empirically show that it
improves retrieval performance dramatically (Buckley & Salton, 1995; Drucker, Shahrary, &
Gobbon, 2001; Leuski, 2000; Salton & Buckley, 1990). Pseudo relevance feedback typically adds
new terms to the initial query by assuming that the several top documents in the initial ranked
output are relevant.

In most discussions of relevance feedback, it is usually assumed that the initial query is of high
quality, so that a major portion of the returned documents by the initial query are highly relevant.
However, in many situations such an assumption is impractical. In document classification, we
always cannot trust all the labels of unlabeled documents estimated by the current classifier, since
usually there are a small number of labeled documents while there are a great number of unlabeled
documents. If the trained classifier does not coincide to the intrinsic model which generates the
documents, the performance will be hurt by the unlabeled documents. Thus, more sophisticated
methods are required for document classification using unlabeled ones.

Many recent studies in information retrieval focus on viewing documents as models. They show
that the language modeling is a very effective framework for information retrieval systems (Ponte &
Croft, 1998; Zhai & Lafferty, 2001). Even the term weighting method used in traditional
machine learning approach to document classification can be considered as a kind of language
model––unigram. However, these models usually do not contain any syntactic information, though
they are precision-enhancing devices.

Another way to overcome the limit of traditional term weighting method is to use syntactic and
semantic information. The merits of syntactic information is investigated by Lewis and Jones
(1996). Other studies also show that it is quite useful as content-identifier (Mitra, Buckley,
Singhal, & Cardie, 1997; Turpin & Moffat, 1999). They state that using non-NLP generated
phrases as terms in vector space retrieval is helpful at low recall level, while it is not helpful at high
recall level. However, it is required to obtain more accurate syntactic information than just
predefined window-size word sequences for its general use.

Because the current NLP techniques do not provide accurate information enough to be used in
information retrieval, text chunking is considered to be an alternative to full parsing (Stamatatos
et al., 2000). Text chunking is to divide text into syntactically related non-overlapping segments of
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words. Since this task is formulated as estimating an identifying function from the information
(features) available in the surrounding context, various techniques have been applied to it
(CoNLL, 2000).
3. Co-training algorithm for classifying unstructured documents

3.1. Co-training algorithm

The co-training algorithm is one of the successful algorithms handling unlabeled examples
(Blum &Mitchell, 1998). It is in general applied to the problems where there are two distinct views
of each example in the dataset. It learns separate classifiers over each of the views, and augments a
small set of labeled examples by incorporating unlabeled examples. Its final prediction is made by
combining their predictions to decrease classification errors. The larger is the variance of the
classifiers when both classifiers are unbiased, the better is the performance of the algorithm. Since
the co-training uses two classifiers with distinct views, its performance is better than any single
classifier.

Fig. 1 outlines the co-training algorithm. It uses two distinct views V1 and V2 when learning
from labeled and unlabeled data, and incrementally upgrades classifiers (h1 and h2) over each
view. Each classifier is initialized with a few labeled examples. At every iteration, each classifier
chooses unlabeled examples to add them to the set of labeled examples, L. The selected unlabeled
examples are those which each classifier can determine their label with the highest confidence.
After that, the classifiers are trained again using the augmented labeled set. This is repeated until
all the unlabeled examples are exhausted. The final output of the algorithm is given as a com-
bination of the two classifiers. Given an example x to be classified, the probability of the possible
Fig. 1. An abstract of the co-training algorithm.
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class cj is determined by multiplying two posterior probabilities. The best class c� of x is set to the
one with the highest probability:
c� ¼ argmax
cj2C

pðcjjxÞ
�

¼ ph1ðcjjxÞph2ðcjjxÞ
�
;

where C is the set of all possible classes.
Blum andMitchell (1998) formalized the co-training settings and provided theoretical guarantee

under certain assumptions. Their first assumption is that the data distribution is compatible with
the target function. That is, the target functions over each view predict the same class for most
examples. The second assumption is that the views are conditionally independent. If this as-
sumption holds, the added examples at each iteration will be at least as informative as random
examples. Thus, the iteration can progress though there are some mislabeled examples during the
learning. However, this assumption is somewhat unrealistic in practice, since the views from the
same data are inclined to be related with each other in some way. Nigam and Ghani (2000) per-
formed thorough empirical investigation on the conditional independence of the views (Nigam &
Ghani, 2000). Their experiments showed that the view independence affects the performance of the
co-training algorithm, and the algorithm is still more effective than other algorithms incorporating
unlabeled examples even when some dependence exist between the views.

3.2. Two views

Though an idea is proposed for applying the co-training algorithm to the problems without a
known, natural division of features for two views, it is yet impractical because its too high
computational complexity. Thus, most applications of the co-training algorithm are on web page
classification, because there are two natural views for the web pages: a content view and a link
view. However, it is not clear how to construct two independent views for the normal unstruc-
tured documents without link information.

One possible view for document classification is to treat each document as a vector whose
elements are the weight to the vocabulary. Most machine learning algorithms applied to docu-
ment classification adopt this representation. The main drawbacks of this representation are that
(i) it assumes that each word in the documents is independent each other, and (ii) it ignores much
linguistic information underlying in the documents.

Stamatatos et al. (2000) showed experimentally that the syntactic information is a reliable clue
for document classification. One additional benefit in using syntactic information for document
classification by the co-training algorithm is that it is somewhat independent from term weights.
However, unfortunately, the current natural language processing techniques are not able to
provide accurate syntactic analysis results. Thus, they showed that the text chunks instead of full
parsing are good features enough to provide syntactic information for document classification.
The chunks can be obtained in high accuracy with superficial investigation.

Therefore, we define two distinct views for unstructured documents, so that the co-training
algorithm can be naturally applied to classifying them. The two views used in this paper are:

• Lexical view. Most machine learning algorithm applied to automatic document classification
are based on tf � idf , a commonly used term weighting scheme in information retrieval. The
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tf factor is an estimation of the occurrence probability of a term if it is normalized, and the idf
is the amount of information related to the occurrence of the term.

• Syntactic view. Each document is represented in a vector in which the elements are syntactic
features, and the features are derived from text chunking. This information can support finding
particular or specific style of the documents.

That is, h1 is trained with lexical view, while h2 is with syntactic view.
3.3. Syntactic features

To represent the documents in vectors whose elements are syntactic information, all documents
need to be represented with chunk information. Since the unstructured documents are normally
raw, all sentences in the documents must be chunked in the preprocessing step of classification.
The purpose of chunking is to divide a given sentence into non-overlapping segments. Let us
consider the following sentence.

(1) He reckons the current deficit will narrow to only #1.8 billion in September.
This sentence, composed of 15 words including a period, is grouped into nine segments after

chunking as follows:
(2) [NP He] [VP reckons] [NP the current deficit] [VP will narrow] [PP to] [NP only #1.8 billion]

[PP in] [NP September] [O.]

In order to chunk the sentences in the documents, the lexical information and the POS (part-of-
speech) information on the contextual words are required. Brill�s tagger (Brill, 1992) is used to
obtain POS tags for each word in the documents. The chunk type of each word is determined by
support vector machines trained with the dataset of CoNLL-2000 shared task. 1

Although there are 12 types of phrases in CoNLL-2000 dataset, we consider, in this paper, only
five types of phrases: NP, 2 VP, ADVP, PP, and O, where O implies none of NP, VP, ADVP, and
PP. This is reasonable because those five types take 97.31% of the dataset (Park & Zhang, 2002)
and are major phrases for constituting a sentence. Each phrase except O has two kinds of chunk
types: B-XP and I-XP. For instance, B-NP represents the first word of the noun phrase, while
I-NP is given to other words in the noun phrase. Thus, we consider nine chunk types.

The use of support vector machines showed the best performance in the shared task of CoNLL-
2000 (Kudo & Matsumoto, 2000). The contexts used to identify the chunk type of the ith word wi

in a sentence are:
1 h
2 N
wj;POSj ðj ¼ i� 2; i� 1; i; iþ 1; iþ 2Þ;
cj ðj ¼ 1� 2; i� 1Þ;
ttp://lcg-www.uia.ac.be/conll2000/chunking
P represents a noun phrase, VP a verb phrase, ADVP an adverb phrase, and PP a prepositional phrase.

http://lcg-www.uia.ac.be/conll2000/chunking


Table 1

Syntactic features for document classification

Feature Description

SF1 Detected NPs/total detected chunks

SF2 Detected VPs/total detected chunks

SF3 Detected PPs/total detected chunks

SF4 Detected ADVPs/total detected chunks

SF5 Detected Os/total detected chunks

SF6 Words included in NPs/detected NPs

SF7 Words included in VPs/detected VPs

SF8 Words included in PPs/detected PPs

SF9 Words included in ADVPs/detected ADVPs

SF10 Words included in Os/detected Os

SF11 Sentences/words
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where POSj and cj are respectively the POS tag and the chunk type of wi. Since SVMs are basically
binary classifiers and there are nine chunk types, SVMs are extended to multi-class classifiers by
pairwise classification (Scholkopf et al., 1999).

Table 1 shows the features used to represent documents using text chunks. Top five features
represent how often the phrases are used in a document, the following five features implies how
long they are, and the final feature means how long a sentence is on the average. That is, every
document is represented in a 11-dimensional vector. For instance, let us consider a news article in
Fig. 2. The number of NPs in this article is 13, while those of VPs, PPs, ADVPs, and Os are 7, 4, 1,
and 6 respectively. The average number of words in NPs is 8þ1þ2þ10þ3þ7þ4þ2þ2þ4þ2þ2þ4
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3.4. Support vector machines as base classifiers

For the classifiers in the co-training algorithm, we adopt support vector machines that show
significant improvement over other machine learning algorithms when applied to document
classification (Joachims, 1998). SVMs can be understood in the context of Fig. 3. In this figure, the
black circles represent the relevant documents and the white circles represents the irrelevant ones.
When SVMs are constructed, two hyperplanes are formed which are shown as dotted lines in Fig.
3. One hyperplane goes through one or more relevant documents while the other goes through one
or more irrelevant documents. The documents lying on the hyperplanes are the support vectors
which define in fact the hyperplanes. If we define the margin as the distance from a hyperplanes to
the decision boundary shown as a thick line, then a SVM maximizes this margin. When the true
decision boundary is non-linear, we can maximize the margin by mapping the documents into
some higher order space in which the documents can be separated linearly. This mapping func-
tions are called the kernel functions.



Fig. 2. An example news article from Reuters-21578 corpus.

Fig. 3. The idea of support vector machines.

428 S.-B. Park, B.-T. Zhang / Information Processing and Management 40 (2004) 421–439
At each iteration of the co-training, the most confident jU 0j examples should be selected from
U . The SVMs provide a natural way to calculate the confidence of labeling unlabeled examples by
a margin. The margin m for an unlabeled example xi is defined as
m ¼ yiðw � xi þ bÞ;

where yi 2 f�1;þ1g is the label predicted by the hyperplane with the trained parameters w and b.
That implies, the margin can be considered to be a distance from xi to the hyperplane, assuming
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that the predicted label is correct. The more distant xi lies from the hyperplane, the more confident
it is to predict the label of xi. Since SVMs are not probabilistic models, the final prediction of the
co-training cannot be made by multiplying the probabilities of each classifier. Instead, the final
prediction is made only by the classifier whose margin is larger than the other. Joachims (1999)
proposed a transductive SVM to adapt SVMs to handling unlabeled data, but it focuses on how to
utilize the unlabeled documents without attention to syntactic information.
4. Experiments

4.1. Datasets

4.1.1. Reuters-21578 ModApte Split

The Reuters-21578 corpus is the most commonly used benchmark corpus in text classification.
It consists of over 20,000 the Reuters newswire articles in the period between 1987 and 1991, and
has 135 kinds of topics while only 10 of them are used for experiments. There are three versions to
divide this corpus into a training set and a test set: ‘‘ModLewis’’, ‘‘ModApte’’, and ‘‘ModHayes’’.
Among them, ‘‘ModApte’’ which is most widely used is employed in this paper. In this version,
there are 9603 training documents, 3299 test documents, and 27,863 unique words after stemming
and stop word removal.

4.1.2. TREC-7

The dataset for the TREC-7 filtering track consists of the articles from AP News for the years
between 1988 and 1990, Topics 1–50. The 1988 AP documents are used for a training set, and the
1989–1990 AP documents for a test set. We do not use any information from the topic, such as
�description�. For documents representation using lexical information, we stem them and remove
words from the stop-list. No thesaurus or other datasets are used. Though there are more than
160,000 words in this dataset, we choose only 7289 most frequently appearing words. There are
79,898 articles in the training set, but only 9572 articles, just about 12% of them are labeled. Thus,
we regard those 9572 articles as a labeled document set, and the remaining 88% of the articles as
an unlabeled document set.

4.2. Performance measure

To evaluate the classification performance of the proposed method, we use utility measure, for
example LF1. Let Rþ be the number of relevant and retrieved documents, Nþ the number of non-
relevant but retrieved documents, R� the number of relevant but non-retrieved documents, and N�
the number of non-relevant and non-retrieved documents. Then, linear utility is defined as
Linear Utility ¼ aRþ þ bNþ þ cR� þ dN�;
where a, b, c and d are constant coefficients. The LF1 and LF2 measures are defined:
LF1 ¼ 3Rþ � 2Nþ;

LF2 ¼ 3Rþ � Nþ:
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The drawback of linear utility is that it is meaningless to average through all topics because a few
topics will have dominant effects on the results. Thus, to show the whole performance effectively
we use the scaled utility (Hull, 1998) defined as
Table

The a

Cla

Ear

Acq

Mo

Gra

Cru

Tra

Int

Wh

Shi

Co

Lexic

The p
Scaled Utility ¼ maxfuðS; T Þ;UðsÞg � UðsÞ
MaxUðT Þ � UðsÞ ;
where uðS; T Þ is the utility of system S for topic T , MaxUðT Þ is the maximum possible utility score
for topic T , and UðsÞ is the utility of retrieving s non-relevant documents. Since we consider only
10 topics in Reuters-21578 corpus, we use LF1 measure. However, there are 50 topics in TREC-7,
so that we use the scaled linear utility.

4.3. Experimental results

4.3.1. Effect of syntactic information

4.3.1.1. Reuters-21578. When we do not consider unlabeled examples on Reuters-21578 dataset,
the effect of using additional syntactic information is given in Table 2. The classification per-
formance using both the lexical and the syntactic information outperforms the one using any
single information for most classes. We find that the larger is the number of relevant documents in
the training set, the higher is the LF1 for using lexical information. This is because the SVMs tend
to achieve lower error rate and higher utility value when a class has a large number of relevant
documents. This trend is kept except grain class even when we use both information. For grain
class, the extremely low LF1 for the syntactic information causes the performance using both
information to be dominated by the lexical information.

4.3.1.2. TREC-7. Fig. 4 shows the advantage of using both the lexical and the syntactic infor-
mation. These results are obtained in considering both labeled and unlabeled documents. The
X -axis is the topic numbers, while the Y -axis is the difference of performance that we obtain by
using both kinds of information rather than single information. Thus, positive values mean that
using both information outperforms using single one. We find out by these figures that using both
2

ccuracy improvement by using syntactic information on Reuters-21578 corpus

ss Relevant documents Lexical Syntactic Both

n 2877 2876 2504 2895

1650 1587 1028 1642

ney-fx 538 188 147 193

in 433 26 14 26

de 389 292 150 312

de 369 153 114 155

erest 347 130 112 141

eat 212 113 88 116

p 197 98 70 108

rn 181 86 68 87

al implies when we use only tf � idf , Syntactic when we use only text chunks, and Both when we use both of them.

erformance measure is LF1.



Fig. 4. The performance improvement by using both lexical and syntactic information. Two different measures are

used: LF1 and LF2.
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kinds of information improves the performance for both LF1 and LF2. In addition, the difference
between Both-Syntactic is larger than Both-Lexical for LF1. This result coincides with Table 2
that using only lexical information is better than using only syntactic information.

The averaged performance of Fig. 4 is given in Table 3. Since the results in the table did not
enter TREC pools, all the unjudged documents in the test set are ignored. The use of both in-
formation gives the best result for both measures. Using only lexical information is better
than using only syntactic information in LF1, but achieves the same performance in LF2. This
Table 3

The result on TREC-7 dataset

Measure Lexical Syntactic Both

LF1 0.2005 0.1680 0.2192

LF2 0.2010 0.2010 0.2155

The performance measure is the averaged scaled LF1 and LF2 when UðsÞ is set to 0.
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coincides with the work of Mitra et al. (1997) that the performance of a phrase-based retrieval
system is not superior than that of a term-based retrieval system. Even though we do not use the
phrases for the index of documents, a similar result is obtained that the information derived from
phrases are not better than terms. We have not studied this phenomenon in greater details, but we
presume three reasons for it. First, we do not consider any content words in the document for
syntactic information. Thus, it overgeneralizes the documents with styles. Second, there are only
1468 reporters in the training set of TREC-7, though there are more than 79,000 articles. One
reporter should write about 50 articles on the average, but more than a half of them write less than
10 articles. That is, a few writers write a large portion of the articles. This forces the syntac-
tic character of each reporter not to reveal and the performance of using only syntactic infor-
mation to be low. The other reason is that there are a great number of non-sentence forms such as
tables and listings in the training set since they are news articles. They make the syntactic analysis
failed.

4.3.2. Effect of unlabeled documents

Now we will see how the unlabeled documents improves text classification under co-training
algorithm.

4.3.2.1. TREC-7. Figs. 5 and 6 show that the performance of the proposed method is enhanced by
unlabeled documents even though there are a small number of relevant documents. The graphs in
Fig. 5 are on the topics with a great number of relevant documents, while those in Fig. 6 are on the
topics with a small number of relevant documents. Topic 22 has 358 relevant documents, but
Topic 31 has only 1 relevant ones. Most topics except Topic 43 show the similar trends that the
performance gets higher by using unlabeled documents and gets higher and higher as more un-
labeled documents are used in the learning. This is a good point of support vector machines since
they tend to correctly classify the relevancy with the larger number of documents.

4.3.2.2. Reuters-21578. Many previous work asserted that unlabeled documents improve the
performance of document classification (Zhang & Oles, 2000). Our experiments also show that
unlabeled documents are useful for better performance in document classification. Fig. 7 shows
the effectiveness of unlabeled documents involved in the co-training algorithm. The X -axis rep-
resents the ratio of labeled documents to total documents, while Y -axis is the accuracy im-
provement by additional unlabeled documents. For earn, the unlabeled documents play a positive
role when more than 10% of training documents are labeled. So is for acq, when more than 7% of
training documents are labeled.

However, even when we obtain the highest improvement by unlabeled documents, it does not
reach to the best performance when we know the labels of all the training examples beforehand.
For example, the improvement of accuracy is 5.81% when 10% of documents are labeled in acq. In
this case, the accuracy is just 89.93% while the accuracy with 100% labeled documents is 95.21%.
This implies that some of the unlabeled documents are mislabeled during the co-training pro-
cess and have a negative effect on the classifiers. The effectiveness of unlabeled documents can
be maximized when the number of labeled ones is small. To fill a gap of the difference in accu-
racy, human intervention is needed. But, it is still an open problem when to intervene in the
process.



Fig. 5. The analysis of the effects of unlabeled documents for the topics with a great number of relevant documents in

TREC-7. The performance measure is LF1.
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4.4. Analysis of the co-training algorithm

Recall that two assumptions of the co-training algorithm are:

• Each view is sufficient for classification.
• The two views should be conditionally independent each other.

In this section, we will see how these assumptions affect the performance of the co-training
algorithm.

In general, the goal of most machine learning algorithms is to minimize the risk. That is, when
training data is given as hðx1; y1Þ; . . . ; ðxm; ymÞi and f ðxÞ is a probabilistic estimator, the risk is
given by a functional
Rðf Þ ¼
Z

Lðy; f ðxÞÞpðx; yÞdxdy;



Fig. 6. The analysis of the effects of unlabeled documents for the topics with a small number of relevant documents in

TREC-7. The performance measure is LF1.

Fig. 7. The improvement in accuracy by using additional unlabeled documents.
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where Lðy; f ðxÞÞ is a loss function and pðx; yÞ is a true distribution of data. Since pðx; yÞ is not
known, the best we can do is to minimize the empirical risk
Rempðf Þ ¼
1

m

Xm
i¼1

Lðyi; f ðxiÞÞ:
Since both labeled and unlabeled data are used in the co-training algorithm, the empirical risk is
reformulated as
Rempðf Þ ¼ R1 þ R2 þ R3 þ R4;
where
R1 ¼
X

hx;yi2L
yð � h1ðxÞÞ2;

R2 ¼
X

hx;yi2L
yð � h2ðxÞÞ2;

R3 ¼
X
x2U

h1ðxÞð � h2ðxÞÞ2;

R4 ¼
1

jLj
X

hx;yi2L
y

 ! 
� 1

jLj þ jU j
X

x2L[U

h1ðxÞ þ h2ðxÞ
2

 !!2

:

R1 and R2 stand for the misclassification on labeled data L, and R3 is the disagreement over un-
labeled data U . If L and U are sampled from the same distribution pðx; yÞ, their expectations of y
should be same. This constraint is specified by R4, because h1ðxÞ ¼ h2ðxÞ for most x by the first
assumption.

To see what happens if the first assumption is violated, the perceptrons with two output nodes,
designed as in Fig. 8, are trained. Suppose that x ¼ hx1; . . . ; xni can be decomposed into two parts.
One is a lexical part that consists of x1; x2; . . . ; xjV j, and the other is a syntactic part composed of
xjV jþ1; . . . ; xn. Here, jV j is a vocabulary size. The first output node is related with h1. Thus, it is
trained with x1; x2; . . . ; xjV j. And, the second output node is trained with xjV jþ1; . . . ; xn because it is
related with h2. The final decision is made by multiplying h1 and h2 as done in the co-training
algorithm. Table 4 shows the difference in performance when the different risk is used in training
Fig. 8. A perceptron designed to see the effect of the first assumption in the co-training algorithm.



Table 4

The effect of the first assumption in the co-training algorithm

Risk R1 þ R2 þ R3 R1 þ R2 þ R3 þ R4

LF1 0.2103 0.2192

LF2 0.2132 0.2155

The experiments are performed on TREC-7 dataset.
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the perceptrons. If R4 is not used in training the perceptrons on TREC-7 dataset, the perceptrons
give 0.2103 of LF1 and 0.2132 of LF2. That is, lower performance is obtained by ignoring R4, but
the performance is not so much low compared with the case considering R4. Therefore, it can be
said that the first assumption is important in training the co-training algorithm even though it
does not affect the performance of the co-training algorithm greatly.

Suppose that X ¼ hx1; x2; . . . ; xjV ji and Y ¼ hxjV jþ1; . . . ; xni. If X and Y are completely condi-
tionally independent, their conditional mutual information should be zero, where the conditional
mutual information of X and Y given class C is defined by
Table

The c

Fea

X a

Ra

Ra

Ra

Ra

Ra

The e
IðX ; Y jCÞ ¼ HðX jCÞ � HðX jY ;CÞ

¼ Epðx;y;cÞ log
pðX ; Y jCÞ

pðX jCÞpðY jCÞ :
As shown in Table 5, X and Y are not completely conditionally independent. In order to see how
much the performance is degraded when the conditional independence is violated, we randomly
split x into exactly two parts. We perform the split five times and the results are shown in Table 5.
The features in the random splits contain both lexical and syntactic information, and are related
one another. Thus, the conditional mutual information of random splits are far larger than that of
X and Y . This table shows that LF1 measure is reciprocally related with conditional mutual in-
formation. The LF1 is best when X and Y are used as two views, and the random split #2 of which
conditional mutual information is largest shows the worst LF1.

Finally, Table 6 compares the co-training and the self-training. Self-training is an incremental
algorithm like the co-training algorithm, but does not use two views. It builds a single SVM using
only the labeled data and all features including both lexical and syntactic features. Then it labels
the unlabeled data and some most confidently predicted data are added into the labeled data. This
process iterates until all the unlabeled data are exhausted.
5

onditional mutual information and average LF1 for various feature splits

tures Conditional MI (bits) Average LF1

nd Y 12.17 567.5

ndom split #1 451.12 153.9

ndom split #2 532.33 121.8

ndom split #3 486.92 138.3

ndom split #4 459.04 151.4

ndom split #5 510.81 127.0

xperiments are performed on Reuters-21578 dataset.



Table 6

The effect of the second assumption in the co-training algorithm

Class Accuracy (%)

Lexical Co-training Self-training

Earn 95.09 96.61 95.30

Acq 93.76 95.21 93.73

Money-fx 96.15 97.12 96.15

Grain 95.48 95.51 95.51

Crude 97.00 97.67 97.00

Trade 97.79 98.42 97.79

Interest 97.18 97.67 97.18

Ship 98.15 98.58 98.15

Wheat 98.91 99.15 98.91

Corn 99.12 99.27 99.18

The experiments are performed on Reuters-21578 dataset.
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The �lexical� column in this table is obtained when only X is used. According to this table, self-
training does not improve the accuracy compared to �lexical�. Though the accuracy is slightly
improved over the class earn, corn, and grain, it does not improve for other classes. The per-
formance is even deteriorated for the class acq. In the other hand, the co-training outperforms
both �lexical� and �self-training� for all classes. Note that the only difference between co-training
and self-training is that co-training uses two views rather than one. Thus, the second assumption
of the co-training algorithm is closely related with its performance.

As a conclusion, the syntactic information is not completely independent from lexical infor-
mation, but is reasonably independent compared with random splits of features. Since too many
features are involved in document classification, it is impractical to find the completely inde-
pendent features. According to the experimental results, syntactic information is relevant and
independent from lexical information in this sense when it is used with traditional lexical infor-
mation.
5. Conclusion

We proposed the co-trained support vector machines for document filtering. This method uses
both the traditional lexical information and the syntactic information for the co-training algo-
rithm and makes the algorithm applied to unstructured document classification, not only web
page classification. In addition, with the algorithm we can incorporate ubiquitous unlabeled
documents naturally to augment a small number of given labeled documents. The experiments on
Reuters-21578 corpus and TREC-7 filtering documents show that using the syntactic information
with the traditional lexical information improves the classification performance and the unlabeled
documents are good resources to overcome the limited number of labeled documents. This is
important because we can construct the classifier for large scale documents in high performance
with just a small number of labeled documents. While the effectiveness of unlabeled documents is
empirically proved, another problem is caused that we need a method to overcome the mislabeling
during the co-training algorithm.
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