Textual Entailment as Syntactic Graph Distance: a rule based and a SVM
based approach

Maria Teresa Pazienza, Marco Pennacchiotti Fabio Massimo Zanzotto

DISP, University of Rome "Tor Vergata”, DISCo, University of Milano-Bicocca,
Viale del Politecnico 1, Roma, Italy, Via Bicocca degli Arcimboldi 8, Milano, Italy,
{pazienza, pennacchiotti }@info.uniromaz2.it zanzotto@disco.unimib.it
Abstract 2. T syntactically subsumd$ (e.g., inH:[The cat

eats the mouse] arid[the cat eats the mouse in
the garden];I’ contains a specializing preposi-
tional phrase).

In this paper we define a measure for tex-
tual entailment recognition based on the
graph matching theorgpplied to syntac-

tic graphs. We describe the experiments 3. T directly impliesH (e.g.,H:[The cat killed the

carried _out to estimate measure’s param- mouse].T:[the cat devours the mouse]).
eters with SVM and we report the results

obtained on the Textual Entailment Chal-  Taking this into account we define a measure
lenge development and testing set. £(XDGr, XDGy) for the entailment relation based
on XDGr andX DGy, i.e., the syntactic represen-
1 Introduction tation of the two sentencés and H. We work un-

Graph distance/similarity measures are widely red€r two simplifying assumptions? is supposed to
ognized to be powerful tools fanatching problems be a sentence describing completely a fact in an as-

in computer vision and pattern recognition appliSertive or negative way anfl should be a simple

cations (Bunke and Shearer, 1998). Objects to per V-O sentence. Our measure has to satisfy the fol-

matched (two images, patterns, etc.) are represent@4/ind properties: (a) having a range between 0 and
as graphs, turning the recognition problem into 4 @ssigning higher values to couples that are more
graph matching task. As hypothesi)(and text ) Ilkgly in entailment relation, and a specific orien-
may be seen as two syntactic graphs we can redu@ion, E(XDGr, XDGy) # E(XDGy, XDGr);

the textual entailmen¢Dagan and Glickman, 2004) (b) the overlap betweeA DGz and XDy has to
recognition problem to a graph similarity measurd€Scribe if a subgraph ot DGz implies the graph.
estimation even if textual entailment has particulaft P9#- Linguistic transformations (such as nomi-
propertiesa) unlike the classical graph problems, ish@lization, passivization, and argument movement),
not symmetrich) node similarity can not be reduced®S well as negat_lon, must be also considered, as they
to thelabel level(e.g. token similarity)c) similarity ~©&n Play a very important role.

should be estimated considering also linguisticall
motivatedgraph transformationge.g., nominaliza-

tion and passivization). _ B _For the syntactic representation we rely on the ex-

In principle, textual entailment is a transitive ori-;onqeq dependency graph (XDG) (Basili and Zan-
ented relation holding in one of the following Cases;gtto, 2002). AnXDG — (C, D) is basically a
1. T semantically subsumeld (e.g., inH:[The dependency graph whose nodésare constituents
cat eats the mouse] afid[the cat devours the and whose edge® are thegrammatical relations

mouse],eatgeneralizeslevou. among the constituents. Constituents are lexicalised

% Basic Definitions



syntactic trees with explicgyntactic headandpo- 3.1 Node subsumption
tential semantic governorgov). Dependencies in To find the mess graph, we need to check that
D represent typed and ambiguous relations amorlngiH C XDGy and XDGl, C XDGr are in
a cor_1$ti.tue_nt, théead, and one of itanodi fiers. the isom_orphic relatioly DG, < XDG’.. This
Ambiguity is represented usinglausibility (be- s hossible if the selection process of the subsets of
tween 0 and 1). the graphs nodes guarantees the possibility of defin-
Having the formalism it is possible to define hOWing the functionfo. This procedure should try to
two structurally similar graphs are one subsumpyap each constituent g6DG;; to its most similar
tion of the other. Given¥DGy = (Cu,Dr)  constituent intDGr. If this is done, the bijective
and XDGr = (Cr,Dr), XDGy is in aisomor- function f¢ is derived by construction. The mapping
phic subsumptiomelation with ADGr (YDGu =X process is based on the notioresichors defined as
ADGr), if two bijective functionsf and fp exist  ; — (ch, et, sm), holding an hypothesis and a text
respectively related to the constituedtand the de-  constituent ¢4 andct), and the degree afemantic
pendencies) (fc : Cr — Cp andfp : Dr —  gimilarity sm € [0, 1] between the two. The set of
D). They describe the oriented relation of subynchors for an entailment pair contains an anchor
sumption between nodes and edge&aindT. 1S0-  for each one of the hypothesis constituents having a
morphic subsumptiowill capture textual entailment .o respondences in the tekt For example in the

cases 1 and 3, that is, circumstances in which eagliailment pair of Fig. 1fc produces the mapping
node and edge aff has a correspondent i, and  pairs[The red cat - The carmine cat], [killed - de-

vice-versa. vours], [the mouse - the mouse]

We denote with¥DG;, C XDGr a subgraph g determine the best s it is necessary to de-
of XYDGr. A subgraph subsumption isomorphisnyine the semantic similaritym. If ¢k is a noun or a
betweent DG and A DG, written asX*DGy & prepositional phrase, similarity is evaluated as:
XDGr, holds if it existsXDG’, C XDGr so that
XDGy =< XDGY.. Subgraph subsumption iso- (¢ ct) = xsim{goven, gover) + (1 = ) = simsub(ch, ct)
mophismcorrespond to textual entailment case 2where gov is the constituent governory is an
i.e, when there are nodes/edgedofot mapped in empirically evaluated parameter used to weight
H, but all nodes/edges dff are mapped iff". In- the importance of the governor, ardnsub takes
deed, as the text entailment definition sugge$ts, into account similarity among the all the other

can contain more information thdai. subcostituents afh andct. This latter is defined as:
To tackle the problem of distortions in the syn-

tactic and semantic interpretation, we can imagine max sim(sh, st)

an entailment measure based on the maximal sub- anemy, 5

simsub(ch, ct) =

graphxDG’; of XDGy (hereaftermaximal com- Senl

mon subsumer subgrapincs3 that is in asubgraph  Where Si;, and S, are the set of remaining sim-
subsumption isomorphisrelation with X DG, i.e. ple constituents respectively of andct. Finally,
XDG,, T XDGr. The measure should considersi™ expresses the similarity among two simple con-
both the distance betweetiDG’, and XYDG and stituents (set to 1 if simple constituents have the
the generalisation steps necessary to draw the reRMme surface or stem); otherwise, a semantic sim-

tion XDG; C XDGr. ilarity weight 3 €(0,1) is assigned looking at pos-
N sible WordNet relations (synonymy, entailment and
3 A Rule-based Similarity Measure generalization).

Whench is a verb phrase a different analysis oc-
To settle the measure the first problem is to extracurs. In fact, a verb anchor can assume diffetewnt
XDG’, i.e., the maximal subgraph of DG that elsof similarity, according to the semantic value of
is in a subgraph isomorphism relation wifDGy,  its modal. For examplsust go-could gshould get
through the definition of the functiong (Sec.3.1) a lower similarity tharmust go-should goA verb
andfp (Sec.3.2). phrase is thus composed by its goverpaer and its
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H: Theredcat killed the mouse T: The carmine cat devours the mouse inthe garden

Figure 1. An example of entailment couple in the XDG formalism. Solid lines express grammatical relations
D (with typeandplausibility); dotted lines express ancharsbetweenH andT constituents.

modal constituentsnod. The overall similarity is the graphs) are, by considering both their syntactic
thus: properties (i.e., the common dependencies) and the
semantic properties of the constituents to which they

) o _ are linked (i.e., the similaritgm, of the anchor of
wherediste[0, 1] is empirically derived as the se- iha |inked constituents).

mantic distance between two modals (emguyst is
nearer tashould than tocould) (classified as generic 3.3 Graph Similarity Measure

auxiliaries, auxiliaries of possibility and auxiliariesgoth semantic {m) and syntactic {s) similarity

of obligation). Specific cases of syntactic variationsiderived respectively fronfi- andf5) must be taken
such as active/passive alternation and nominalizgto consideration to evaluate the overall graph sim-
tion are properly treated. ilarity measure, as the former captures the notion of
node subsumption, and the latter the notion of edge
subsumption. For each pdith, ct) belonging to the
The anchor sefl represents the nodes of thezss.  set of anchorst a global similarity is evaluated as:
We will use fp to derive the edges of theucss. S(ch, ct) = 6 % sm(ch, ct) + (1 — 6) = ss(ch, ct)

As XDG edges represent syntactic dependenciesh 5i IV tuned ter. Th
among constituents, for each anchore A the WHETeo 1S a manuatly tUnea paramerer. re

syntactic structure ofh andct is checked, and a a_II eraPth s;r?rl]larlty 's thus e:tlmatteol 6}5 thebaver?ge
related syntactic similarityss(ch,ct) € [0,1] is simiiarty ot the anchora € A over total number o

sm(ch, ct) = v * sim(goven, govet) + (1 — ) * dist(mod.p, mod.t)

3.2 Edge subsumption

evaluated. In order to obtaiss, it must be firstly anchors:

defined the set of edgek,., coming out fromch ZS(C}“ ct)

(in Figure 1 exampleEyiicqa = {V_sog,V _obj}) E(XDGr, XDGy) = AT

and the corresponding set of connected nadgs It is possible to predict if an entailment rela-
(.9 lkitea = {[thered cat],[the mouse]}). tion holds betweenH and T couple, verifyng
In the same way,F.; and I are defined (e.9. £(XDGr, XYDGy) against a manually tuned thresh-
Edevour = {V,SOQ,V,Obj, V—PP} and lct = old¢.

{[the_carmine_cat], [the_mouse], [in_the_garden]}). _
Al is defined as the set of anchors that contaif Applying SVM to Evaluate Parameters

overlapping linked constituents, that is, CONg clear from the previous sections, our measure de-
stituents linked with the same syntactic dependemiyendS on many parameters, (3, v, ands). These

to ch and ct respectlvgly (for example,aL = parameters may be evaluated by a machine learning
([the-red_cat], [the_carmine_cat],0.95) € A%, @S gia0rithm such as SVM. Due to the basic assumption
the two constituents are both linked kiled and .2+ 77 should be &-1-O sentence. feature spaces
devourvia aV’_sog edge).ss is defined as: can be easily set. In order to comparatively evalu-

Z sMyg ate the importance of different features we defined
ss(ch, ct) = acAL these feature sets: the featu¢eselated to the graph
’ el equivalence measure, i.6.= { Ssim, Ssimsubr Sss»

Syntactic similarity, defined byfp, will cap-  Vin, Vis, Osims Osimsub, Oss }; the featuresA4 re-
ture how much similar the syntactic structure aclated to the number of commonly anchored depen-
companied to two constituents (i.e., the edges afencies within constituents to the graph equivalence



D1 D3 D4 D5 D6

L 51.16(:3.98) - - - -
£LT.G B=05 - 55.28(t2.44) 56.14¢:2.51) 56.4042.71) 56.72¢:2.92)
LT.G pB=1 - 56.37(t2.45) 57.14¢:2.94) 57.3743.45) 57.12{-3.56)
LTGA B=1 - - 57.20(-3.01) 57.42{:3.36) 57.12¢-3.38)

Table 1:Preliminary analysis on the develpment set using SVM

measure, i.e A = { |l.4|, |l4|}; 7 that are the fea- measure | rule-based| SVM-based
lated to th | i btask cws 0.5574 0.5591

tures related to the textual entai ment su tasks (CD, accuracy| 05245 0.5182

MT, etc.) Feature values are defined in Sec. 3. A precision| 0.5265 0.5532

; _ recall 0.4975 0.1950

final and less complex feature setdsthat repre : 05116 02884

sents the percentage &f tokens and off lemmas
in common withT.

rule-based SVM-based
TASK cws accuracy cws accuracy
5 Results and preliminary evaluation CD 0.8381 0.7651 | 0.7174 0.6443
IE 0.4559 0.4667 | 0.4632 0.4917
. MT 0.5914 0.5210 | 0.4961 0.4790
Before_submlttmg the two runs of the two systems op 0.4408 03953 | 04571 0.4574
we estimated the parameters over the developmentRC 0.5167 0.4857 | 0.5898 0.5214
: ; PP 0.5583 0.5400 | 0.5768 0.5000
set. For the first system referred mde-basedwe R 0.4405 0.4444 0.4882 0.4889

set the parameters at the best value, &ue= 0.85,

= (.85, andd = 0.5. Moreover, thehresholdfor
predicting a true entailment relation has been set to Table 2:Competition results
t = 0.65. For the second system referred 2¢M-

basedthe experiments reported in Tab. 1 have beeghected. The precision of t18VM-baseds higher
carried out. The table reports the accuracy of thgan the precision of theule-basedapproach. How-
classifier over the different parameterizations. Rowgyer, it loses many points with respect to the prelim-
represent different feature spaces and when necggary evaluations, more than the expected standard
sary the value of the parametsr Columns rep- geyiation. The recall of the method is instead in line
resent different degree of the SVM type 1 polynoyyith the preliminary experiments. On this final set
mial kernel. For these preliminary experiments the accuracy of theule-basedapproach has been
and~y have been set respectivelyt@nd0.85. This  pigher of theSVM-basedapproach as happened on

preliminary setting ofo, 3, and~y seems 0 be in the development set. Further analysis are needed to
contrast with the aim of using SVM to estimate thg,etter explain these results.

measure parameters, but it is necessary to establish

the initial setA of anchors over with values of the

features may be computed. These experiments haReferences

been made in 3-fold cross validation repeated 1Qqperto Basili and Fabio Massimo Zanzotto. 2002. Pars-
times. The development set has been randomly di- ing engineering and empirical robustnesatural
vided 10 times (with a pseudo-random function and Language Engineering/2-3.

with 10 fix seeds). The results are reported as MEUdrst Bunke and Kim Shearer. 1998. A graph distance
and standard deviation over 30 runs. All the feature metric based on the maximal common subgraipdit-
spaces are better than the baseline feature space tern Recogn. Lett19(3-4):255-259.

We submitted the system that had the best result %o Dagan and Oren Glickman. 2004. Probabilistic tex-

this investigation. tual entailment: Generic applied modeling of language
Results over the competition test set are reported variability. In Learning Methods for Text Understand-

in Table 5. As expected by the preliminary anal- ingand Mining Grenoble, France.
ysis over the two development set results are not
extremely high. Some trend has been somehow re-



