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Abstract

This chapter is concerned with a particular perspective on the problem of evaluation design. User-oriented evaluation takes as primary some user or set of users who need to accomplish some task, and sets out to discover through evaluation whether a given software system will help them to do so effectively, productively, safely, and with a sense of satisfaction. (Note that, following ISO, user here is used in a very wide sense and encompasses much more than what has conventionally been called end-user.) There is a clear tension between taking specific user needs as primary and seeking common principles for the evaluation of particular software applications. The chapter suggests that this tension may be resolved by using an ISO standard for the evaluation of software as an appropriate level of generalization (ISO 9126). Quality models reflecting the characteristics of specific software applications (machine translation, document retrieval, information extraction systems, etc.) are then built on the skeleton set out in the ISO standard. Particular user needs are taken into account by picking out those parts of the appropriate quality model which reflect the needs, where necessary imposing a relative order of importance on the parts picked out. Execution of the evaluation then concentrates on the parts of the quality model chosen as pertinent to the user and the context of work. The focus of the chapter is on general design questions rather than on the strengths and weaknesses of specific metrics. However, there is some discussion of what it means for a metric to be valid and reliable, and of the difficulty of finding good metrics for those cases where system performance and human performance in interaction with the system are inextricably linked. A suggestion is made that it might be possible to automate an important part of the process of evaluation design, and an attempt to do this for the case of machine translation evaluations is briefly sketched.
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A Historical Note

I could not claim personal authorship of any of the ideas put forward in this chapter: they are the fruit of an effort started over 10 years ago through the launch by the European Commission of a series of initiatives whose main aim was to stimulate the production of linguistic resources for the European languages. This was to be achieved by creating standards, so that resources could be shared. The initiatives were the two EAGLES\(^1\) initiatives (1993–1996 and 1997–1999), which were followed by the ISLE\(^2\) project (1999–2002), a joint project of the European Union and the National Science Foundation of the United States. Swiss participation in all three initiatives was directly funded by the Swiss Federal Office for Education and Science.

EAGLES took the form of a number of working groups, who essentially organized their own work. Some of the working groups operated in areas which were ripe for standardization, such as the collection of speech data or written corpus collection: others were asked to do preliminary investigations, working towards pre-normative guidelines in a specific area. One of these latter was the working group on evaluation, whose remit was to find a general methodological framework for the evaluation of human language technology products and systems. The first EAGLES initiative set out a general framework which recurs throughout this chapter (EAGLES Evaluation Working Group, 1996). The second EAGLES initiative organized a series of workshops through which knowledge of the basic framework was disseminated and further refinement of it took place. The EAGLES work concentrated on relatively simple language technology products such as spelling checkers, grammar checkers, and translation memory systems as test beds for the evaluation methodology. The ISLE project moved on to more complex systems, concentrating on the construction of an evaluation framework for machine translation systems. This fairly substantial, but still incomplete, example of an evaluation framework can be found at the following URL: http://www.issco.unige.ch/femti.

Work on the machine translation framework (baptized FEMTI) is being carried on through a project of the Swiss National Science Foundation which began in early 2005.

The ISLE project continued the tradition of organizing workshops where intermediate results could be discussed and new ideas put forward. Several of these workshops were “hands-on” workshops where the participants worked directly on specific problems of evaluation or on constructing parts of the framework. Some of the preparatory documents for various workshops can be found at http://www.issco.unige.ch/projects/isle/. Over the years, well over 100 people must have been actively involved in EAGLES or in ISLE work, and since most of the effort was collaborative, it would be almost impossible to say who first suggested some new idea. It is for this reason that the present
author, who was chair of the evaluation working group throughout its lifetime, claims only to be the reporter of common work and not its originator.

Another historical and intellectual debt is very important in the work reported here. ISO/IEC published in 1991 the first of its standards concerning the evaluation of software (ISO-9126/91). The normative part of this document set out a quality model for the evaluation of software. It also contained pre-normative guidelines for how the process of evaluation should be defined. The standard was brought to the attention of the first EAGLES evaluation working group by Kirsten Falkedal, one of its members, and subsequently became a primary inspiration for EAGLES work. The link with ISO work on evaluation was consolidated during the second EAGLES initiative, with the technical editor of the standard participating directly in an EAGLES workshop and contributing to the draft final report. The evaluation framework for machine translation systems produced as part of the ISLE project is structured around the quality model set out in the ISO 9126 standard. Recently, ISO/IEC has published two new series of standards on software evaluation (see bibliography for full ISO references). Defining the quality model and metrics related to it has now been separated out from defining the process of evaluation, giving rise to a revised 9126 series (quality model and metrics) and the new 14598 series (evaluation process and management).

Both the ISO work itself and the EAGLES work based on it were influenced by work on quality assurance in the software industry: one assumption here is that the sort of thinking underlying the assessment carried out in the context of producing a piece of software carries over to evaluation in a wider context. Work on evaluation of software in the context of technology acquisition around the time of the EAGLES projects also brings out the importance of how the software will be used and in what context, thus falling into the user-oriented philosophy. (See, e.g., Brown and Wallnau, 1996). This general intellectual current is reflected too in the similarity between the general philosophy of user-oriented evaluation and recent developments in software design, as typified by the formulation and deployment of use cases in drawing up software specifications in languages like the Unified Modeling Language (UML; see, e.g., Booch et al., 1999).

Much of the rest of this chapter is intended to be directly based on the ISO standards, although of course only the author is responsible for any misrepresentation of them.

In the specific context of this chapter, I would like to thank the two anonymous reviewers, whose perceptive and helpful remarks have, I hope, contributed to the improvement of the first draft.

Finally, I want to acknowledge a personal debt to two of my ISSCO/TIM colleagues, Andrei Popescu-Belis and Nancy Underwood. Over the past
several years we have spent much time in discussion of evaluation questions: they have been generous with their time and with their insights.

2 What is User-Oriented Evaluation?

Many academic evaluation exercises concentrate on a software system taken in isolation, looking primarily at what it is supposed to do, and ignoring the context in which it will do it. User-oriented evaluation adopts a radically different perspective, taking as primary a user or set of users who need to accomplish some task and asking whether the system will help them to do so effectively, productively, safely, and with a sense of satisfaction. This implies looking at a large and complex set of factors which will contribute to whether, in the end, a decision to acquire and deploy the system will seem to have been a good decision. Frequently, the factors involved are not independent of one another, either conceptually or in the ways that each factor may contribute to an overall judgement. Thus, an evaluation designer working in the user-oriented perspective may often find himself/herself saying something like “well, it would be nice to have x, but if not, y might compensate for the lack, but whatever happens with x and y we must have z”.

This implies that right from the start evaluation cannot be seen as a search for a single magic metric that will tell all that needs to be told about the system or systems being considered and which, when used alone, will allow direct comparison of competing systems.

Because of this chapter’s focus on the philosophy and design of user-oriented evaluations there is very little direct discussion of particular metrics. Some metrics will be used as illustrations of specific points and will be briefly described, but no metric will get the thoroughgoing discussion of its strengths and weaknesses that a proper account focusing on the definition and choice of metrics would deserve. In mitigation of this weakness, most metrics are really only of direct interest to someone involved in the process of concrete evaluation design for a particular application of language technology – summarization, information retrieval, term extraction, or any other of the by now very many applications available. Such a person needs a detailed analysis and critical discussion of the specialized metrics applicable in his/her area of interest, and such a discussion can best and most easily be found in the technical literature, where interest in evaluation and in suitable metrics has been constantly expanding in the past few years.

Making a conscious decision not to treat specific metrics in any detail should not be interpreted as dismissing the importance of metrics: indeed, it will be argued later that it is the choice of metrics which determines the operational content of any specific evaluation, and a sister paper to this one (King, 2005) has much to say about that. But what concerns us here is all that has
to happen before the evaluation designer can even begin to think about what metrics he/she will choose. This preliminary – very great – labour will be set out in the form of a number of principles underlying evaluation design in the user-oriented perspective.

3 A First Principle: Quality is Decided by Users

In the vast majority of cases, it is impossible to say in absolute terms whether something of its kind is or is not good. This is true of objects, processes, study programmes – of almost anything we can think of. In the case of software this otherwise rather sweeping statement can be justified fairly easily. Software is not created for its aesthetic value: it is meant to help in achieving some task, and its value is to be judged precisely in terms of whether it does so. There is thus always a user of the software, someone or some process who needs to get something done, and who makes use of the software as a means to that end.

Users can come in all shapes and sizes: they are not necessarily what are conventionally thought of as “end-users”. Drawing up an exhaustive list of people who might be users in some given situation is not a practical proposition, so let me illustrate this with a few examples. Quite obviously, as I sit typing this into a text processor, I am a user, both of the text processing system itself and of the whole platform in which it is embedded, and, in this case, I am also an end-user. But imagine now the university computer committee who decides what hardware to buy and what software to put on it. They too are users in the sense of this section. They use the computer facilities they have decided to purchase by putting them at the disposal of a community of end-users, and, just as I may be more or less satisfied with what I am using, they may be more or less satisfied with the provision they have made.

Other users may not be using a commercial product at all. If a research worker is developing a research prototype, he/she is a user of that prototype and of the modules that go to make it up: as such, he/she will be more or less satisfied with the prototype or its modules. It could even be plausibly argued that if one of the modules of his/her research prototype makes use of input provided by another module or interacts with it in some other way, the module of the prototype is itself a user. It cannot of course feel satisfaction, but an analogue to satisfaction can be formulated in terms of whether it gets the right input or the appropriate interaction.

An early ISO discussion illustrated the variety of potential users rather graphically by listing the users of an aeroplane, who include the cockpit crew who fly it, the passengers who travel in it, the cabin crew who look after the passengers, the company to which the aeroplane belongs, and even the control tower staff who give instructions for landing and take off. All of these have very different requirements which the aeroplane should fulfil.
Those who find this ISO-influenced extension of the sense of “user” rather counter-intuitive might feel more comfortable with a word like “stakeholder”, as one of the reviewers suggests: indeed, the FEMTI evaluation framework described later quite consciously uses “stakeholder” in order to avoid some possible confusions between stakeholders in a general sense and users, who are seen as a subset of stakeholders. Whatever the word, the essential point is that the entities whose needs are to be satisfied or whose concerns have to be taken into consideration when designing an evaluation may be many and various: the evaluation designer should be very clear about whose needs and concerns are reflected in the evaluation design.

A user or stakeholder then is someone or something that has a set of needs: quality is to be judged in terms of whether or not those needs are satisfied. The goal of evaluation is to gather the data which will be analysed in order to provide a sound basis for that judgement. It follows from this that the first task of an evaluator is to find out what the needs of the particular user or users implied in the particular evaluation are. The second task is to formulate criteria reflecting those needs. On that foundation, the evaluator can decide what metrics, when applied correctly, will measure system performance with respect to the chosen criteria and work out the most reliable way of applying the metrics. The results of their application, when analysed and presented informatively and perspicaciously, will allow final judgement to be made.

4 A Second Principle: Users do not Have the Same Needs

4.1 Different Tasks, Different Needs

It is self-evident that a user may need different pieces of software in order to fulfil different tasks: a spelling checker cannot be expected to solve polynomial equations, or a search engine to play music. But it is slightly less obvious that different users may have different requirements even of the same piece of software. Machine translation systems can be used to illustrate this idea.

Let us imagine that I am thinking of hosting a future Olympic Games, and want to find out from the press what Greeks felt about Greece having hosted the games in 2004. Essentially, I need to comb the Greek newspapers looking for articles which report on popular reaction. I do not speak Greek, but I do have a limited budget to help in my search. I probably do not want to spend all my budget on hiring Greek speakers to check as many papers as they can before the money runs out; I would be much better off finding some cheap way to identify those articles particularly relevant to my search and using my budget to have their contents summarized. In this situation, a machine translation system may help: it can be used to produce a rough translation from which pertinent articles can be identified. The translation produced by the software
has to be only good enough to allow identification of interesting articles. In other words, the most important needs here are for speed (there are a lot of newspapers) and economy (the budget is not enormous) rather than for high-quality translation; in fact, measuring translation quality in this case can be reduced to discovering whether or not the machine translation output does indeed permit a satisfactorily large percentage of relevant articles to be identified as such.

Contrast this with the situation where my proposal has been accepted and I must now host the games. Athletes from all over the world will come to compete, and they will all need to be provided with information in a language they can understand, ideally their own. It may be quite difficult to find human translators with the necessary language combinations to produce this information, so I may once again have recourse to machine translation. But in this context, the needs have changed dramatically. The translation must be good enough to avoid problems of misunderstanding or the risk of giving offence, speed is less important given that there have been several years in which to plan the organization, and even, in all likelihood, economy is less important since the amount of work to be done is decided by the languages in which information will be provided, not by how many newspaper articles can be treated before the budget runs out.\(^3\)

This is of course rather an extreme example, but the same reasoning can be applied to much more modest situations and much less complex software.\(^4\) Translation students when working on a translation tend to get very indignant about spelling checkers which do not pick up as unidentified words slang and borrowings from other languages. When they are writing letters to their friends, a spelling checker that did pick up those same barbarisms would probably prove very exasperating.

On top of all this, even when the task remains unchanged, different users may have different needs simply because they are different users, with different backgrounds, different expertise, and different expectations.

In summary, the set of needs pertinent to an evaluation is decided by a combination of the users concerned and of the task or tasks they want to accomplish.

### 4.2 Different Evaluation Purposes, Different Needs

Furthermore, evaluations themselves are meant to respond to a set of needs, and those needs encompass more than just finding out whether a piece of software does or does not do a specified set of tasks. In early EAGLES work, we distinguished different purposes behind carrying out an evaluation, each of which imposes its own requirements on the evaluation design.
First, there is the kind of evaluation familiar to any programmer or system designer: the main focus of the evaluation is on discovering why the software behaves as it does and, in particular, what causes things do go wrong. We call this **diagnostic evaluation**. An example in practice comes from rule-based parsing systems. In the early 1990s a lot of effort went into the creation of test suites, sets of artificially created inputs to a parsing system where the aim was for each input to test the system’s behaviour with respect to a single well-defined linguistic phenomenon (King and Falkedal, 1990; Lehmann et al., 1996). Thus, by looking at the output from running the test suite, the system designer could see, for example, whether simple noun groups were being properly treated, or whether sentences containing passives were causing problems. In the particular case of parsing systems, knowledge of what inputs were not properly dealt with could point directly to what linguistic rules were not functioning properly.

Test data can take many forms, and some of those forms also serve as the basis of one kind (there are others) of **comparative evaluation**. In this scenario, a collection of data which has been agreed upon as appropriate for the system being evaluated is typically divided into two parts. One part, the training data, is used to guide the development of the systems to be evaluated. The other part of the data serves as test data: the same inputs are given to a number of different systems, and their ability to treat the inputs appropriately examined. Both inputs and expected outputs are specified as part of the test; by definition the specified outputs are the “right” answers given the specified inputs: they constitute a “gold standard” against which any particular set of input/output pairs produced in practice may be assessed. When we discuss metrics, we shall return to the use of gold standards of this kind in evaluation.

This is the basic principle behind the vast majority of the evaluation campaigns organized by DARPA/ARPA and others, where system designers and constructors compete to produce the “best” results from a common set of data (see the bibliography for references to the MUC, TREC, ATIS, and MT campaigns, for example). The primary aim of such a campaign is usually stated to be the advancement of core technology in a particular area, coupled with the creation of a research and development community working in that same area.

It goes without saying that diagnostic evaluation based on test data and comparative evaluation based on test data are two very different things. In the case of diagnostic evaluation, using test data to probe for where a system breaks down is meant to help in identifying a deficiency in its working. In the case of comparative evaluation as defined here, test data serve as a way of quantifying to what extent a system succeeds in producing the results it has been designed to produce – they tells us nothing of any other virtues or weaknesses. Indeed, using test data in this way has sometimes been stigmatized as producing the illusion that apples can be usefully compared to pears.
Within the human language technology field, test suites have also been frequently used to measure progress in the development of a system: an increase in the number of test items successfully dealt with provides a measure of how much the system has progressed towards the ultimate goal of being able to deal with every item in the test suite. Another way of carrying out progress evaluation of this kind is to collect together a corpus which is held to be representative of the text or language the system should be able to deal with. The fact that corpora are by definition texts which occur naturally has advantages in terms of economy and also produces the comfortable glow that comes from dealing with the real world instead of with an artificial academic construct. On the down side, a corpus used for testing is only informative if it is in fact representative of the real world which the system will be expected to deal with: ensuring representativity raises issues that are sometimes difficult to resolve. Furthermore, the use of a corpus as test material ties the evaluation (and its results) to a specific “real world”: there can be no guarantee that the quality of results obtained in the context of use reflected by the choice of corpus will carry over to other contexts of use.

The final kind of evaluation distinguished by the early EAGLES group was called adequacy evaluation: the term was meant to capture a situation somewhat parallel to that of a consumer contemplating a major purchase. The consumer knows what is wanted in a proposed new washing machine or new car; a specific product is examined with a view to finding out whether it offers what the consumer wants. The parallel with software evaluation is not difficult. But it is perhaps worth pointing out that once again, different consumers, different users in the jargon of this chapter, may have very different views on what is wanted. Machine translation can again serve as a concrete illustration. Imagine a translation service contemplating the purchase of machine translation software. It may well be that the manager of the service wants a machine translation system which will deal with the language pairs where there is trouble recruiting good translators, whilst the translators already in the service want a system which will relieve them of some of the burden of translating the 500-page activity report which appears once every quarter and where over half the text remains unchanged from one edition to the next. And, of course, both manager and translators may be quite wrong in thinking that the answer to their problem is a machine translation system: an evaluation taking into account the whole work context may well reveal other and more productive options.

This last possibility brings us to another point about the variability of user needs, or rather, about the user’s perception of his/her needs. The process of eliciting needs and making them explicit in the form of a set of user quality requirements may well contribute to a realization that needs should be refined, modified, or perhaps changed all together. There is nothing surprising about this: in fact discovering that one has misjudged or misstated a set of needs
is a fairly common occurrence of daily life. (Who has not bought the wrong garment or ordered an ill-judged meal?) Elicitation and definition of needs is not, except in the simplest of cases, a linear process. This in itself constitutes a very strong argument for investing time and energy on drawing up explicit requirements based on acknowledged needs before expending the energy required to define ways of discovering whether a particular system can meet those needs.

The types of evaluation discussed in this section are not meant to be seen as impermeable categories. Diagnostic evaluation may be part of progress evaluation, comparative evaluation may be of two successive versions of a system and therefore also be progress evaluation, and it would be quite possible to see all the other types of evaluation as special cases of adequacy evaluation. The point in making the distinctions is twofold: first, to emphasize yet again that different contexts may impose very different requirements on both the software itself and on its evaluation; and second, to stress that defining the purpose of the evaluation is an essential preliminary to designing it.

On a more practical and even mundane level, it is also extremely important that all those involved in an evaluation share a common perception of its purpose. A stupid and rather costly mistake from my own experience will help to illustrate this somewhat obvious but too often neglected point. We had undertaken to build a system that would translate a limited set of sentences from German into French. This was in the days long before easy and convenient treatment of character sets, so our proof-of-concept demonstrator, whose evaluation was to determine whether we would continue with the project or not, made use of codes to replace the accented and special characters of the two languages. The evaluation was a disaster. We believed that its purpose was to show that we could in fact translate all the different linguistic phenomena contained in the agreed set of sentences, so using codes for French and German characters was irrelevant. The representative of the funding source thought that what had to be shown was that we could translate from German into French – and that we clearly could not do since we could not even deal with the appropriate character sets. Of course, anyone who knew about computing would simply say that our interlocutor did not understand the very minor importance of the character codes – but we still lost the contract. And, of course, this point carries through on a much larger scale once general management questions are an issue. To go back to our fictitious translation service, if the manager thinks the evaluation is being carried out in order to find out whether the service can offer new language pairs, but the translators think that the evaluation is aimed at finding out whether they can be replaced by a computer system, the potential for disaster is inescapable.
A Third Principle: Quality can be Characterized

5.1 Quality Models

Everything so far has been rather distressingly bottom-up. We have insisted on the idea that whilst quality can only be defined in terms of users, users have very different quality requirements, and we have aggravated the potential problems posed by that claim by adding that different kinds of evaluations designed with different aims in mind also affect the quality requirements which form the backbone of the evaluation design. The obvious conclusion is that every evaluation is necessarily a one-off exercise, carried out for a particular client in view of a particular set of user needs. If this were true, evaluation would also be a very costly exercise, since little if anything could be shared across evaluations.

The ISO 9126 standard constitutes a direct antidote to the slough of despond created by the idea of having to start afresh each time. The basic idea is that if we operate at a sufficiently high level of generality, there is a small set of characteristics of software which are likely to be pertinent to a judgement of quality in almost every case: listing these characteristics, breaking them down into sub-characteristics, and providing definitions of each item will provide the designer of an evaluation a way into examining the needs of particular (sets of) users and expressing their quality requirements in terms of the characteristics which make up part of the general quality model.

There is not enough space here to go into all the detail of the 9126 standard, but it is probably useful to give a brief summary, and some example definitions which are taken from ISO/IEC 9126 series, part 1, published in 2001. The reader is urged to consult the standards directly for more detail and for further discussion.

ISO 9126 proposes six main quality characteristics of software. The first of these is functionality. Functionality is essentially concerned with what the software does, rather than how it does it. It is broken down into five sub-characteristics. The sub-characteristics of functionality are suitability, accuracy, interoperability, security, and compliance. We shall leave interoperability and security as intuitive notions, which will, of course, have to be fleshed out with concrete and detailed definitions in the context of any particular evaluation.

The distinction between suitability and accuracy, however, needs a little more commentary. Suitability is defined as “the capability of the software to provide an appropriate set of functions for specified tasks and user objectives”, and accuracy as “the capability of the software product to provide the right or agreed results or effects”: in other words, accuracy is based on whether the software conforms to its specifications. It is almost redundant to say that
what results should be produced is a key component of the specifications. If the software does indeed produce the results its specifications say it should, by this definition the software scores well on accuracy. But high accuracy does not necessarily mean that the results produced are in fact useful to a particular user with a specific task to accomplish. In the worst case, the software designer has simply got wrong what might be helpful – market failures provide empirical verification of the existence of this possibility.

A concrete example may help in grasping the distinction. A major need in the translation world is for terminology extraction tools. Modern technology moves at such a rate that vast amounts of new terminology appear all the time, and even specialized technical translators cannot be expected to keep up with the development of terminology in their fields. At the same time, it is rare that a new term appears only once in a single document; most frequently, once the term has been coined it will be used almost simultaneously in a number of documents and may even find its way into a term bank before our hypothetical translator comes across it as a new term. A software tool which extracted from a text all the terms it contains would give the translator a head start in preparing the translation. The list of extracted terms could be compared to the contents of the term banks to which the translator has access, thereby isolating remaining problem cases. If the software could go one step further and not only isolate the new term but also identify its probable translation in any texts that had already been translated, the usefulness of the tool would be increased even further. There are softwares on the market which claim to be of assistance in identifying potential terms. The most simple of these operate on the assumption that a term is a string of words that will appear more than once in a document. They therefore list all the sequences of words which appear more than once in the text. (Most frequently, the user may decide the length of the sequence of words – for example, two words or more – and on a lower bound for how many times the sequence must appear in the text, e.g., twice or more.)

Given these specifications for how to identify candidate terms, any piece of software that produces from a text a list of all and only those word sequences matching the parameters is accurate in the sense described here – it conforms to its specifications. But it takes very little reflection to see that the results will be pretty well useless to any translator or terminologist. Sequences such as “all the”, “any piece”, or “given that” will appear far too frequently, and the time taken to sift any potential real terminology from all the dross of useless suggestions will be so great that no user will contemplate the investment. To make matters worse, since no morphological analysis is carried out, “Internet technology” and “Internet technologies” may not be picked up as possible variants on a single term. And worse again, unless one or other of them occurs more than once, with the example parameters given, neither will be picked up at all. To couch this in the jargon of the well-known precision and recall...
metrics, there is both far too much noise and at least a strong risk of silence. In other words, the results, whilst totally accurate, are not suitable. In user-oriented evaluation, suitability is likely to count for rather a lot more than conformity to specifications.

There are cases nonetheless where a failure to distinguish between accuracy and suitability may not be very important, simply because the nature of the software in question is such that the two do more or less coincide. A case in point is dictation software. Accuracy, in this case, is defined in terms of being able to transcribe correctly the words spoken by the user. For users who want to be able to dictate their text, it is a reasonable assumption that the fewer mistakes in transcription the software makes, the more suitable will they find the results. (A user may have other reasons of course to dislike the software, but in terms of this aspect of its functionality, all should be well.)

At the other extreme, software products are becoming available where the link between accuracy and suitability is far more problematic. A first example comes from search engines. Most of us have experienced the awful moment of being presented with a million or more results in response to a query. The search engine is perfectly accurate, however, according to its own specifications. The results are just not suitable once our information needs are taken into account. And, of course, the search engine cannot be blamed: the software has not functioned badly; we have failed to formulate our query in a satisfactory way. Less familiar examples are data-and text-mining softwares. They too deal with a very large mass of data, trying to find connections and associations that could not be found by any human. Such tools may well come up with totally accurate but completely uninteresting and therefore unsuitable insights, like an association between pregnant women and having children.

The problem is complicated by two further factors. The first is the quality of the data: if the data are poor, the software cannot be blamed for coming up with conclusions which are not very useful. The second is the competence and flair of the users. Typically, with these kinds of software, there is interaction between an expert user and the software in searching for a useful result: on the basis of a preliminary set of results the user will refine his search for information or instruct the software to ignore certain characteristics of the data. Some users are better at this than others. Once again, a piece of software cannot be blamed if a particular user cannot formulate and direct an information request appropriately. One of the current challenges in evaluation theory is to come up with a sound methodology for user-oriented evaluation of softwares where problems of this kind are inherent in the nature of the software (see King and Underwood, 2004 for more discussion).

A lot of time has been spent on only two sub-characteristics of functionality. Fortunately, the remaining quality characteristics and their sub-characteristics are intuitively more accessible, especially in these days of PCs and portable
computers when many people serve as their own computer administrator. For this reason, Table 1 produces a summary of the six characteristics and their sub-characteristics. The right hand column gives a brief gloss of the definitions given in the ISO standard, leaving it to the reader to flesh out appropriate definitions for the terms used.⁷

<table>
<thead>
<tr>
<th>Quality characteristic</th>
<th>Sub-characteristics</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Functionality</strong></td>
<td>Providing functions to meet needs</td>
<td></td>
</tr>
<tr>
<td>a. Suitability</td>
<td>Provision of an appropriate set of functions for specified tasks and user objectives</td>
<td></td>
</tr>
<tr>
<td>b. Accuracy</td>
<td>Provision of the right or agreed on results</td>
<td></td>
</tr>
<tr>
<td>c. Interoperability</td>
<td>Interaction with other specified systems</td>
<td></td>
</tr>
<tr>
<td>d. Security</td>
<td>Protection of information and data</td>
<td></td>
</tr>
<tr>
<td>e. Compliance</td>
<td>Adhesion to appropriate standards etc.</td>
<td></td>
</tr>
<tr>
<td><strong>2. Reliability</strong></td>
<td>Maintaining performance</td>
<td></td>
</tr>
<tr>
<td>a. Maturity</td>
<td>Avoid failure as a result of faults in the software</td>
<td></td>
</tr>
<tr>
<td>b. Fault tolerance</td>
<td>Maintain performance in spite of faults</td>
<td></td>
</tr>
<tr>
<td>c. Recoverability</td>
<td>Re-establish performance and recover data in case of failure</td>
<td></td>
</tr>
<tr>
<td><strong>3. Usability</strong></td>
<td>How easily can the user understand, learn, operate, and control the system? Is it attractive to users?</td>
<td></td>
</tr>
<tr>
<td>a. Understandability</td>
<td>Can the user understand whether the software is suitable, how it can be used for particular tasks, and what the conditions are for using it?</td>
<td></td>
</tr>
<tr>
<td>b. Learnability</td>
<td>Can the user learn to use it?</td>
<td></td>
</tr>
<tr>
<td>c. Operability</td>
<td>Can the user operate and control it?</td>
<td></td>
</tr>
<tr>
<td>d. Attractiveness</td>
<td>Does the user find it attractive?</td>
<td></td>
</tr>
<tr>
<td>e. Compliance</td>
<td>Adhesion to appropriate standards etc.</td>
<td></td>
</tr>
<tr>
<td><strong>4. Efficiency</strong></td>
<td>Appropriate performance relative to resources used</td>
<td></td>
</tr>
<tr>
<td>a. Time behaviour</td>
<td>Response, processing, throughput</td>
<td></td>
</tr>
<tr>
<td>b. Resource utilization</td>
<td>Amounts and types of resources (excluding human resources, which are part of quality in use)</td>
<td></td>
</tr>
<tr>
<td>c. Compliance</td>
<td>Adhesion to appropriate standards etc.</td>
<td></td>
</tr>
</tbody>
</table>

*Table 1. Summary of characteristics and sub-characteristics.*
5. Maintainability

<table>
<thead>
<tr>
<th>Maintainability</th>
<th>Correcting, improving, or adapting the software</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Analysability</td>
<td>Can faults be diagnosed?</td>
</tr>
<tr>
<td>b. Changeability</td>
<td>Can specified modifications be implemented (by a programmer or by the end-user or both)?</td>
</tr>
<tr>
<td>c. Stability</td>
<td>Avoidance of unexpected side effects</td>
</tr>
<tr>
<td>d. Testability</td>
<td>Can modified software be validated?</td>
</tr>
<tr>
<td>e. Compliance</td>
<td>Adhesion to appropriate standards etc.</td>
</tr>
</tbody>
</table>

6. Portability

<table>
<thead>
<tr>
<th>Portability</th>
<th>Transferring the software from one environment to another</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Adaptability</td>
<td>Adaptation to different specified environments</td>
</tr>
<tr>
<td>b. Installability</td>
<td>Installation in a specified environment</td>
</tr>
<tr>
<td>c. Coexistence</td>
<td>Coexistence with other independent software</td>
</tr>
<tr>
<td>d. Replaceability</td>
<td>For example, is up-grading easy?</td>
</tr>
<tr>
<td>e. Compliance</td>
<td>Adhesion to appropriate standards etc.</td>
</tr>
</tbody>
</table>

The glosses given here are meant only as mnemonics for the much fuller definitions of the standard. However, even in this very abbreviated (although, hopefully, not deformed) version it is immediately clear that the definitions are at a very high level of generality – they are, after all, meant to apply to any kind of software. But this means that they have to be made much more concrete in order to design an adequate evaluation for any particular type of software. We return to this issue in Section 5.3

Before moving on, the Usability quality characteristic deserves some commentary, if only because talk of user-oriented evaluation is so often misinterpreted as meaning evaluating usability. Usability, as shown in the table, breaks down into understandability, learnability, operability, attractiveness, and, as always, compliance. The notes given in the ISO standard on the various definitions make a number of interesting points. First, they make it clear that quality characteristics are interdependent. For example, some aspects of functionality, reliability, and efficiency will clearly affect usability, but are deliberately excluded from mention under usability in the interests of keeping the quality model tidy and well structured. Similarly, aspects of suitability (from functionality), changeability (from maintainability), adaptability (from portability), and installability (from portability), may affect the sub-characteristic operability found under usability. Trying to capture the intricate potential relationships between sub-characteristics would be very difficult, and especially so since often they are only potential rather than
necessarily actual: when a specific evaluation is being designed, a potential relationship between two sub-characteristics may turn out not to exist in the particular context. Avoiding unnecessary complications in the interests of mental hygiene may impose a certain artificiality in the definition of a quality model.

This brings us to a central and critical point, which has already been hinted at: the real meaning of any quality characteristic or of its sub-characteristics is operational, and is given by the metrics used to measure system performance with respect to that characteristic. Furthermore, it is the decomposition of the top level characteristics and sub-characteristics in order to arrive at measurable attributes which allows the general quality model to be specialized for specific software applications. This will become clearer when we discuss the formal structure of a quality model in Section 5.2.

Second, the notes emphasize that usability issues affect all the different kinds of users: “Users may include operators, and users and indirect users who are under the influence of or dependant on the use of the software. Usability should address all of the different user environments that the software may affect, which may include preparation for usage and evaluation of results.” This again emphasizes the great variety both of users and of the environments in which they work, stressing that there may well be users other than end-users whose needs have to be taken into account when designing an evaluation.

All of the quality characteristics making up the quality model contribute ultimately to what the ISO standard calls quality in use. This is the quality of a piece of software as it is perceived by an actual user, in an actual work situation trying to accomplish an actual task. ISO/IEC 9126-1/01 defines it as “the capability of the software product to enable specified users to achieve specified goals with effectiveness, productivity, safety and satisfaction in specified contexts of use”. Quality in use can only really be evaluated in situ, although much effort is invested by manufacturers of commercial software into trying to control the eventual quality in use of a product before it is released on the market, and a central tenet of this chapter is that by careful examination of users and of the tasks they will perform it is possible to evaluate a piece of software in such a way as to be able to predict its potential quality in use.

Thus a basic assumption underlying both the ISO 9126 standard and the kind of evaluation discussed in this chapter is the existence of a sort of quality chain: good specifications will contribute directly to production of good code (internal quality), good code will contribute directly to good system performance in terms of the quality characteristics (external quality), and good system performance will contribute directly to good quality in use. The particular slant on this assumption in EAGLES and ISLE work is that by looking at a combination of user needs and system performance in terms of the quality characteristics,
we can construct specialized quality models and thus, on the basis of an evaluation of external quality, go a long way towards predicting quality in use for the specific user.

5.2 Formalizing the Quality Model

The ISO quality model sketched briefly above is informal, in the sense that anything written in a natural language is informal: it names quality characteristics and sub-characteristics, and provides definitions in English for them. Both names and definitions are therefore open to different interpretations by different readers; this is not a fault in the standard, but a problem inherent in the use of natural language.

A major aim of the EAGLES work was to impose a more formal structure on the quality model with the double aim of facilitating clear thinking about quality models for particular types of software and of defining a structure which could serve as the basis for computer implementations of evaluation schemes based on the quality model principle.

Within EAGLES, a quality model was defined to be a hierarchical structure. The top-level nodes in the structure are the quality characteristics themselves. The sub-characteristics are daughter nodes of the top-level characteristics. The ISO definition legislates for only these two levels. The EAGLES version, however, allows sub-characteristics to be broken down in their turn, with the hierarchy descending to whatever level is needed to bottom out into attributes to which at least one metric can be associated. In other words, the leaves of the structure must contain attributes which are measurable.

Each node in the hierarchy is then defined to be a feature/value pair of the sort familiar from computational linguistics. The name of the quality characteristic or sub-characteristic is the name of the feature. When an evaluation is executed, the value of the feature is obtained by propagating values upwards from the leaves of the tree. The values on the leaves are obtained by applying the metric associated with that leaf. (For simplicity, we shall imagine that there is only one metric associated with each level: it is a fairly simple step to generalize to the case where more than one metric is associated). Values on higher nodes are obtained by combining the values from the next hierarchical level down according to a combining function which is part of specifying the particular evaluation.\footnote{8}

Perhaps the most interesting feature of this formalization is that the quality model has now gained a precise semantics. Where just saying that part of functionality is suitability does not say much and does not say it unambiguously, once suitability is tied directly or indirectly through a branch of the hierarchical structure to a metric or metrics, it acquires a clear and unambiguous interpretation: its meaning is given by how its value is to be
obtained from the lower nodes in the quality model. This is what was meant by saying that the semantics of an instantiated quality model was operational, and determined ultimately by the choice of metrics. To this we should now add “and by how the values obtained through applying those metrics are combined to give values for upper nodes in the structure”. The quality model can still of course be ill-conceived, but we are now much more likely to discover that it is, and discussion about its correctness or incorrectness is anchored in empirical observation.

5.3 From the General to the Particular: Specializing a Quality Model

The quality model defined by the ISO standard is situated at a very generic level. In order to produce from it a model useful for a particular evaluation we need to make it more concrete. This involves first specializing the model to take into account the particular kind of software to be evaluated and secondly making it more concrete by relating the model to the specific needs of a user.

If we look at the names and definitions of the ISO quality characteristics, functionality leaps out as the characteristic needing further specification in terms of the particular type of software to be evaluated. As the reader will remember, its sub-characteristics are suitability, accuracy, interoperability, security, and compliance. Of these, accuracy seems most closely to reflect the nature of the software to be evaluated, and it is therefore perhaps no accident that the majority of evaluation campaigns concentrate on evaluation of accuracy almost exclusively.

To start illustration with a fairly simple case, accuracy for a spelling checker plausibly breaks down into two sub-characteristics. The first of these is being able to identify strings of characters which do not constitute legal words of the language in question, signalling them and only them as potential spelling mistakes. The second is being able to propose plausible corrections. Proposing plausible corrections in its turn breaks down into two sub-characteristics. The first concerns whether the checker proposes the right correction; the second concerns the position of the right correction in the list of suggestions, assuming that more than one suggestion is made. With recent spelling checkers, a third sub-characteristic of accuracy might be the ability to identify correctly the language of a passage of text.

All of this sounds relatively straightforward, and we can rather easily imagine completing the model by associating metrics to the terminal nodes. For example, we might create a list of words, generate from that list a set of mistaken words, and use the list of mistakes to discover what percentage of our mistaken words are identified as such. Then, using the original list of words to provide us with a definition of what the right answer should be, we can discover in what percentage of cases the right word is proposed. It is a relatively
easy matter to check what position in the list of suggestions is occupied by the right proposal.\textsuperscript{9} Finally, we can construct a text composed of fragments of text of a reasonable length for each of the languages which interests us, and use that as test data to discover whether the languages are correctly identified (for actual evaluations along these lines, see TEMAA, 1996 and Starlander and Popescu-Belis, 2002).

This gives us the substructure for the fragment of the quality model we are currently concerned with (Figure 1).

Unfortunately, even though superficially this looks convincing tidy, defining accuracy for human language technology software is seldom as straightforward as it seems. What counts as a legal word of the language is mainly built into the software when it is released: in the most common case the software consults a built-in dictionary of legal words and if the string in the text does not correspond to an entry in the list, it is signalled as a mistake. Thus, accuracy in the ISO sense of conforming to specifications only depends on the software being able to identify correctly words which are not in the dictionary. But in the caricature case, the dictionary of legal words may be so impoverished as to be practically useless, thus rendering the software unsuitable for a large class of users. So, even in this apparently very simple case, accuracy in a user-oriented evaluation is considerably less important than suitability. (Fortunately, the metrics proposed can be implemented in such a way that they reflect user needs through an appropriate choice of words included in the test material.)

All we are really doing here, of course, is reinforcing a point already made at some length in Section 5.1. The main reason for labouring the point is that,
as we noted there, academic evaluation has tended to concentrate on accuracy, usually defined in terms of a set of inputs and related outputs. (I have even heard it claimed that limiting evaluation in this way is the only respectable way for an academic to work on evaluation). To adopt the limitation does, however, assume that those responsible for the system specifications have been successful in forcing accuracy and suitability to coincide: they have correctly predicted what users will need. It would be an unwise evaluator who failed to examine this assumption.

So even in specializing the functionality characteristic to take account of the type of software to be evaluated, user needs play a major role. But the user needs are still being expressed in terms of what the software should do, rather than how it should do it. Most of the other quality characteristics take what the software should do for granted, and look at questions like how fast it is, what memory resources it needs, how easy it is to install and maintain, how easy it is to learn and to use, and so on – all issues of obvious importance when specializing the model to account for a particular user’s needs.

An interesting exception for human language technology is maintainability, where a note to the ISO definitions makes it clear\(^\text{10}\) that maintainability includes adapting a piece of software to meet end-user requirements. Many language technology products critically include adapting the software to meet specific needs. A spelling checker allows the user to enter items in a personal dictionary, thus avoiding new terminology, being constantly flagged as unknown. A dictation system usually gives best results if trained to a particular voice. The results of an alignment algorithm improve if the user is allowed to specify a list of abbreviations which should not cause segmentation to take place. A machine translation system performs better if the user can influence the contents of the dictionary. None of these change the basic functioning of the software, and so are not, in that sense, part of functionality. In a way, they are simply more radical examples along a continuum that starts with being able to customize software by changing colours or creating personalized tool bars, but they have a more direct influence on suitability: they offer a first example where some might find the classification under a particular quality characteristic rather arbitrary.\(^\text{11}\)

Other examples where an evaluator might be unsure as to where an attribute fits in the quality model can be found if we think about particular applications. For example, one feature of machine translation systems which is likely to be of interest to many users is the speed with which the translation is produced. Put like that, this attribute looks as though its natural place is a sub-characteristic of efficiency, under time behaviour. But then, if we take into consideration that the time to produce a usable (for whatever purpose) translation may have to include reading through the output and perhaps modifying it to improve translation quality, it begins to seem that the interesting metric is not
how many words an hour of raw output can be produced, but how many words of usable output. And once that move has been made, there will be some who think that how quickly usable output can be produced is part of suitability rather than efficiency, or others who think that two attributes are needed rather than one.

This latter stance is reflected by those who have used two metrics, the first typically measuring the number of words of raw output produced in some specific period of time, the second measuring how long it takes to produce usable output. The first of these metrics is rather easy to define, but it might be worth anticipating some later discussion by dwelling briefly on the difficulty of defining the second. The problem is twofold: first someone has to decide what counts as usable output; second, producing usable output (under any definition) from raw machine translation output necessarily requires human intervention, and human behaviour is affected by physical and emotional condition as well as by attitude to the task in hand. (An anecdote once popular amongst machine translation evaluators recounts that it was possible to reverse human judgements about which translations had been produced by a machine and which by humans simply by presenting the former beautifully typed on A4 paper and the latter badly laid out on line printer paper.) In practice, the two problems have usually been confounded and compounded: the most usual definition of a metric based on the time needed to produce usable output requires human beings to edit the raw output in order to produce what in their opinion is usable output, and measures the time they take to reach this goal. (Discussion of this and related questions can be found in Slocum et al., 1985). We shall come back to the difficulties posed by metrics which inherently require human involvement in a later section.

To return to quality models at a more general level, it has already been pointed out (Section 5.1) that mental hygiene does indeed impose a certain artificiality on the structure of quality models, but it is far more important in these cases to insist yet again that the real meaning of any substructure of the hierarchy is given by the metrics associated with the terminal nodes. The names of the features are, as a philosopher once said in a slightly different context, merely pegs on which to hang descriptions, the descriptions being the expression of a node by the nodes depending on it and, ultimately, by the measurable attributes found on the terminal nodes.

5.4 Combining Metrics in a Quality Model

It may seem that some of the quality characteristics have received very cavalier treatment so far, having been dismissed with a remark that they constitute constraints on the acceptable performance of the system rather than a description of what the system actually does. They come into their own when we start to consider the final way of tailoring the quality model to reflect specific
user needs, since they carry the main burden of capturing the specific intended context of use.

The key notion here is that of the relative importance of nodes at the same level in the hierarchical structure. As a straightforward example, let us take the quality of portability and its sub-characteristic replaceability, where replaceability covers the capability of the software to be used in place of another software product for the same purpose in the same environment, e.g., when a software is upgraded. Some companies producing translation memory software produce new versions of their software at very frequent intervals. Translation memory systems make use of an archive of previous translations, where each sentence translated is linked to its translation. These translation archives represent an investment of considerable value: there is a direct relationship between the richness of the memory and the productivity gains resulting from using the memory for translation. If, then, installing a new version of the system means that memories created with the previous versions can no longer be used, no matter what other advantages the new version might offer, changing to the new version loses much of its attraction. In other words, replaceability becomes a critical attribute, whose value may even determine the outcome of the evaluation as a whole. Of course, for someone who is thinking of buying his/her first translation memory software and who has no resources to exploit, replaceability is of no importance at all: what may be critical for one user may be totally irrelevant for another.

The combining function mentioned briefly in Section 5.2 is meant to allow expression of this notion of relative importance. For the user for whom replaceability is critical, the evaluation designer will give it a combining value such that it outweighs any other sub-characteristics. For the user for whom it does not matter at all, he will give it a value equivalent to saying that it should be neglected in the evaluation. Thus, part of tailoring the evaluation to the needs of the specific user is defining how the values from each level of the quality model are to be combined in order to pass them to a higher level. By definition, the combining function is specific to a particular evaluation: it is only the existence of such a mechanism which forms part of the definition of the model itself under the EAGLES extension. In terms of the ISO standards, the definition of a combining function corresponds to a part of defining the process of evaluation, as set out in the ISO/IEC 14598 series. It is part of the step described there as specifying the evaluation, where, after metrics have been chosen, rating levels for those metrics are established and criteria for assessment are also established. We discuss this step in Section 5.5. We shall come back to the discussion of metrics in more detail in Section 6.
5.5 Relating Performance to User Satisfaction

A very common type of metric typically involves producing a score on some scale, reflecting the particular system’s performance with respect to the quality characteristic in question. This score, uninterpreted, says nothing about whether the system performs satisfactorily. To illustrate this idea, consider the Geneva education system, where marks in examinations range from 1 to 6. How is it possible to know, other than by being told, that 6 is the best mark and 1 the worst? In fact, most people from other systems will probably have guessed that it is so: they may then have difficulty in some other cantons where 1 is the highest mark. (I have been told that the lack of consistency in how examination marks are awarded in Switzerland is at the root of an urban myth about Einstein’s performance in secondary school.) Establishing rating levels for metrics involves determining the correspondence between the un-interpreted score and the degree of satisfaction of the requirements.

Not all attributes acquire a numerical value when their metrics are applied. For example, the attribute reflecting which language pairs a machine translation system covers has a non-numerical value, as does the attribute covering what platform the software needs. Rating levels are also a way of ironing out differences in type across metrics that have to be combined. Since quality refers to given needs, there can be no general rules for when a score is satisfactory. This must be determined for each specific evaluation.

Each measure, interpreted by its rating level, contributes to the overall judgement of the product, but not necessarily in a uniform way. It may be, as we have seen earlier, that one requirement is critical, whilst another is desirable, but not strictly necessary. In this case, if the system performs badly with respect to the critical characteristic, it will be assessed negatively no matter what happens to all the other characteristics. If it performs badly with respect to the desirable but not necessary characteristic, it is its performance with respect to all the other characteristics which will determine whether the system is acceptable or not.

This consideration is familiar from discussion of the EAGLES/ISLE combining function. In ISO 14598 it feeds directly into establishing criteria for assessment, which involves defining a procedure for summarizing the results of the evaluation of the different characteristics, using, for example, decision tables or weighting functions of different kinds.
6 A Fourth Principle: Quality can be Measured

6.1 Defining and Validating Metrics

By now, the reader will need very little persuading that the utility and worth of a quality model depends critically on the metrics associated with the measurable attributes forming the terminal nodes of the quality model structure.

A primary constraint on a metric is that it should be valid, i.e., it should in fact measure what it purports to measure. This sounds blindingly obvious, but the evaluation literature abounds in metrics which fail to meet this stipulation. The social sciences literature is rich in discussion about validity. One distinction made there which was picked up by early EAGLES work is a distinction between internal validity and external validity. A metric is internally valid if its validity is guaranteed by the nature of the metric itself. It is externally valid if the results obtained by applying the metric correlate with the feature of interest without directly measuring it. An informal example of an internally valid metric is given by the way reading ages are tested. Reading age is first extensionally defined by drawing up lists of the words a child should be able to read at a given age. The reading age of a given child is then determined by asking him to read aloud texts which contain the vocabulary defining a specific age. His ability to do so determines whether he has reached the reading age defined by the vocabulary. The definition, in other words, is circular: reading age is defined by being able to read a certain set of words, and is tested for by asking that those words be read: validity is internal to the metric. An informal example of an externally valid metric comes from the questionnaires that life insurance companies ask potential customers to fill in. They clearly cannot sensibly ask how long the person to be insured will live, so they ask what his weight is, whether he smokes, if he has diabetes, if he has ever had major surgery, and so on – all factors which correlate closely with average life expectancy.

In human language technology evaluation, the word error rate metric used with speech recognition systems seems to offer a clear example of a metric which relies on internal validity. The speaker speaks a known word: if that word is correctly transcribed, the system produces the right answer. The number of right answers out of the total test set determines the system’s score. In evaluation jargon, there is a gold standard which determines what the right answer should be.

Most evaluation campaigns have been based on the creation of gold standards. Their production is frequently a costly and contentious business, simply because there are relatively few applications where the right answer is easily defined. A couple of examples will illustrate this. Fact extraction systems take text as input and produce as output information extracted from that text, often in the form of a template where the system’s task is to fill in slots in an
appropriately chosen template. For example, from the sentence “The minister for foreign affairs will visit Paris on January 4th”, a system might be expected to produce a structure like:

\[
\begin{align*}
\text{(ACTION: visit} & \\
\text{AGENT: minister for foreign affairs} & \\
\text{LOCATION: Paris} & \\
\text{DATE: January 4th)}
\end{align*}
\]

The system would probably be expected to produce the same template from the sentence “January 4th is the date set for the visit by the minister for foreign affairs to Paris” or even from “A visit to Paris on January 4th is part of the schedule planned for the minister for foreign affairs”. A collection of texts and a set of filled templates based on those texts constitute the gold standard for the evaluation of such systems.

The problem is obvious: how is it decided what templates should exist, what slots they should have, and what the fillers for those slots should be? Furthermore, how are the limits on what the system can be expected to do decided? If the sentence is “Utopia’s most notorious minister is expected to cause major controversy by visiting the capital of France on the 4th of next month”, can the system still be expected to extract the same slot fillers? Within an evaluation campaign, a common solution is to seek consensus amongst interested parties in these cases (Lehnart and Sundheim, 1991 discuss some of the issues raised by consensus seeking). Creating the test data is in itself expensive: when the cost of producing consensus is added in, test data of this kind can become a resource of considerable monetary value. Expense also helps to explain why test data is frequently reused.

Similar problems arise with applications like document retrieval, where judging the relevance of a retrieved document is of major importance in evaluating the system’s success. Relevance judgements can be challenged, so some way of convincing both evaluators and those being evaluated of their acceptability has to be found. The TREC conferences have been prolific in discussion of this issue and ingenious in ways of getting round it (see, e.g., Voorhees, 2000, 2003; Sparck Jones, 2001).

The root of the problem, of course, is that there is, in these cases, no answer which is indisputably right. The gold standard is achieved not by looking for absolute truth, but by seeking a wide enough agreement on what will count as right. Nonetheless, once the consensus has been achieved, the gold standard forms an intrinsic part of the metrics using it: the metrics achieve an internal validity.

There are, however, applications where even creating a right answer by consensus is problematic. One such is machine translation. It is in the nature of translation that there can be no single correct translation of a source text: the chances that any two human translators would come up with exactly the same
translation for a sentence of reasonable length are very slim, but both their translations may be equally acceptable.

For this reason, most of the metrics historically used in machine translation evaluation have tended to rely critically on human judgement. Many ask human subjects to give a score to a segment (usually a clause or a sentence) of machine translation output based on a judgement of its intelligibility, fluency, accuracy, or some similar characteristic. These metrics suffer from several weaknesses. First, there is the problem we have already alluded to: human beings are not robots. They are impatient when they get tired, they may love or hate machines, they may resent having to take part in an exercise where they think they already know the outcome, they may believe that their future employment depends on the outcome of the evaluation exercise – the number of factors which might influence their behaviour is so large and so various that it is almost impossible to control for. Second, the instructions on how to apply the metrics are usually expressed in natural language and therefore interpretable by different people in different ways. Even if the decision is seemingly quite simple, in the style of “score 1 if the output is intelligible, 0 if it is not” experience has shown that intersubject reliability is far from guaranteed. A growing awareness of such problems (discussed, e.g., in King, 1996a, b, 1997) led to attempts to circumvent some of the problems by asking subjects to read the raw output and then to complete a comprehension test where the questions were based on the content of the original texts (see, e.g., White and O’Connell, 1994). Even these metrics, however, are not exempt from the human interference syndrome: at the very least, comprehension tests are used in other areas in order to assess general intelligence. By definition then, some humans will be better at working out the correct answers than others, even when the machine translation output is unchanged.

And of course all these metrics suffer from one great weakness: they are expensive to implement. Setting up the tests cost money, human subjects have to be found and perhaps paid for their participation and human analysis of the raw results is required and must be paid for.

A number of recently proposed metrics, foreshadowed in Thompson (1992) but in practical terms starting with the BLEU metric (Papinieni et al., 2001), try to overcome the problems sketched above by applying quite complex statistical analysis to determine how close a candidate translation is to a set of what are called reference translations. Essentially, the metric looks at small stretches of the machine translation output (typically three or four words) and determines whether the stretch being examined also occurs in the reference translation(s). The overall score for the candidate translation is based on how many small stretches have their equivalent in the reference.\(^\text{15}\)

It is clear even from this very brief and informal description that BLEU and other measures like it which depend on comparison with a (set of) reference
translations do not really resolve the problem of finding a gold standard metric for translation quality, since the validity of the metric depends critically on the quality of the reference translation(s): in terms of earlier discussion, the validity of the metric is internal – if all (or even some of) the translations in the reference set are poor, the scores produced by applying the metric will not reflect what would normally be thought of as acceptable quality in the translation. For this reason, there has been much interest in checking, for particular evaluations, whether the results correlate with human judgement of the same machine translation outputs,\(^{16}\) thus bringing us back to issues of intersubject reliability and economy.

Sidestepping the translation quality issue by using a set of reference translations is the real potential merit of these metrics, but in turn raises the practical problem of acquiring multiple reference translations in the appropriate domain, style, and register. This, of course, is not a new problem; it is closely akin to the problem of acquiring suitable training corpora for any empirically based system. But that it can be hard to solve is shown by the fact that theoretical work on the metrics has sometimes been forced to use literary or religious texts, and the perception is reinforced by the number of applications of the metrics which in the end use only one, or at best a very small number of, reference translations.

BLEU and related metrics are far from universally accepted for other reasons too: sentence length may adversely affect their general validity, and relatively little work has so far been done on how they function with languages where word order is free, making it more unlikely that even a short segment of the candidate translation text will exactly correspond to a segment of the reference translations. Thus, there is still much controversy about these metrics, as can be seen from the proceedings of almost any recent conference on machine translation.\(^{17}\)

So far, the problems we have discussed come from the nature of the application. Other problems come from the data over which a software system is supposed to work. Document retrieval on the web offers a familiar example. A search engine responds to a query by searching the web for documents which match the query terms. Neither user nor evaluator can know what documents are available: the web is both vast and shifting – what is there in the morning may be gone by the afternoon, and new documents will certainly have appeared. A consequence of this is that although it is possible (at least in theory) to check that all the documents retrieved by the search engine do in fact match the query terms, it is not even theoretically possible to determine whether there were other documents available at the time of the search which should have been retrieved and were not.\(^{18}\) If called upon to evaluate a search engine, all we can do is constrain the document collection, as is conventionally done in the evaluation of document retrieval systems, and assume that by external validity
behaviour over the constrained collection correlates with behaviour over the unconstrained set of documents available (see TREC-2004 web track for an example of this strategy).

Another issue raised by a document collection which is constantly changing is that of reliability: a metric should be reliable in the sense that if it is applied in the same context on different occasions, it should produce the same result – in experimental jargon, the results should be replicable. The problem with searching on the web is exactly that we cannot guarantee that the context will remain the same. Once again, we are forced to constrain the context artificially in order to ensure reliability of the metric.

Reliability is a general issue which deserves much more discussion than the brief mention it will get here. We shall only add that pilot testing can help to ensure that a metric has no intrinsic reliability weaknesses, and paying particular attention to reliability issues when execution of the evaluation is being planned can help to eliminate practical problems.

6.2 Interaction between Humans and Metrics

Both validity and reliability are involved in the very delicate issue, already referred to, of human participation in defining and applying metrics. The problem is brutally simple: human beings are neither standardized nor automata. Behaviour varies from one human to another and even a single individual will perform differently depending on his/her state of health, how tired he/she is, and other inescapable natural factors. We have already discussed this problem to a certain extent, using metrics from machine translation evaluation as examples, such as metrics based on humans completing comprehension tests (see White and O’Connell, 1994 for discussion of these and similar issues). In that same discussion we pointed out that evaluators have often sought to eliminate human participation from their metrics. But it is not always possible to do so, essentially for two reasons. The first is that, as we have already mentioned, there are softwares which depend on interaction with a human; they are simply not designed to produce satisfactory results without the intervention of a human to guide their functioning. In these cases it is a major challenge to devise metrics that test the performance of the software independently of the ability of the human partner. In many cases, all that can be done is to be aware of the problem and to choose the population of human partners very carefully. Second, there are quality characteristics which cannot be measured at all without making use of humans. How, for example, can attractiveness (a sub-characteristic of usability) be measured except by asking humans for their judgement? In these cases too, all the evaluation designer can do is to be aware of potential problems and define a population of test subjects accordingly.

The choice and definition of metrics is a very thorny business about which much more deserves to be said than there is space for here. The recent
publications in the ISO 9126 series have much to say on the matter, and dis-
cussion of a set of formal coherence criteria for metrics can be found in Hovy
et al. (2002b).

Discussion of particular metrics can be found widely in almost any recent
conference on computational linguistics or on applications of human lan-
guage technology. Discussion of machine translation metrics in particular can
be found in the documents pertaining to the ISLE workshops, available at

7 Combining the Particular and the General:
The Ideal

Sections 3 and 4 laid emphasis on the need to take into account the qual-
ity requirements of individual users. Section 5 then tried to compensate for
a strongly bottom-up flavour by suggesting that a quality model conceived
at a sufficiently high level could be designed, and that such a model could
offer the evaluation designer a way into being systematic about defining what
a particular user might need.

This section attempts to pull these two strands of thought together, by sug-
gesting that by thinking in terms of classes of users, it should be possible
to create a fully worked-out quality model that would in some sense be the
union of the needs of all users. Designing a particular evaluation would then
become a question of picking out from the general model just those require-
ments which are relevant to the specific evaluation being designed in order to
create a tailor-made evaluation – a little like the pick n’ mix sweet counters in
the supermarket.

This is exactly the idea behind the FEMTI model for evaluation of machine
translation systems, mentioned in Section 1. FEMTI sets up two taxonomies.
The first is a classification of contexts of use in terms of the user of the machine
translation system and the translation task to be accomplished, includ-
ing characteristics of the input to the system. The second is a classification of
the quality characteristics of machine translation software, detailed into hierar-
chies of sub-characteristics and attributes, bottoming out into metrics at the ter-
mal nodes. The upper levels coincide with the ISO 9126 characteristics. The
model is completed by a mapping from the first classification to the second,
which defines (or at least suggests) the characteristics, sub-characteristics, and
attributes or metrics that are most relevant for each context of use. The nodes
of the two taxonomies frequently contain additional information in the form of
bibliographic references or explicit mention of the type of user or stakeholder
whose interests might be represented by the node.

In an ideal world, the structure described briefly above would be enti-
rely automated. An evaluation designer would click on a section of the user
needs/context of use taxonomy and would thereby bring up the relevant nodes
from the quality characteristics taxonomy, together with a choice of relevant metrics. All he/she would have to do to complete the evaluation design would be to reply, when prompted, with information on the rating levels for this particular evaluation and on the combining function. Estrella et al. (2005) give a more detailed account of FEMTI and of preliminary work on establishing links between the two taxonomies.

At the moment, this is a utopian dream. Constructing even the current sloppy version of FEMTI has been long and arduous, and its constructors are well aware of lacunae and the continuing existence of inconsistencies. Perhaps even worse, in its current state it is almost totally uncritical about the metrics attached to the terminal nodes: the metrics have simply been collected from the literature and very little has been done to validate them or to investigate relationships between them – this is on the agenda for the next round of work.

There is also a strong sense, of course, in which work on defining such generic quality models can never be finished. Technology moves at ever-increasing speed, and systems change in consequence. Interest in the development of new metrics and their validation has not ceased to grow over the last few years, and with the economic stakes growing ever larger as systems become evermore complex, there is no reason to think that this interest will wane.

Nonetheless, it is by striving towards the construction of the utopia that we deepen our knowledge of what evaluation is all about.

8 Conclusion

The direction in evaluation work reflected in this chapter started with a desire to share expensive resources. The obvious question as we reach the end of the chapter is whether that has in any way been achieved by the work reported on here. I think it cannot be denied that the EAGLES-inspired work on user-oriented evaluation has been stimulating to the large community of research workers and other interested parties who have participated in it: empirical reinforcement of this claim comes from the fact that there is never any lack of potential participants whenever a new workshop is announced. The most obvious result is the growth of a common framework for thinking about evaluation which goes further than concentrating on what the software is supposed to do. Then too, the scientific community has become much more sophisticated about metrics and their application over the last decade or so, partly under the influence of a continuing interest in evaluation campaigns, partly through discussion stimulated by work in the EAGLES, and other similar contexts. We have not found any magic recipes for evaluating natural language software: it would have been naive to imagine that we might. We have made a lot of progress towards being able to justify or criticize a particular
evaluation on reasoned and reasonable grounds, and we have made it easier for the evaluation designer to set about his/her job in a systematic fashion, with the confidence that what he/she is doing is grounded in accepted standards.

Notes

3. To foreshadow later discussion, it is perhaps interesting to notice here already that the change in needs has direct consequences on what metrics might be suitable. In particular, a measure of translation quality based on whether or not relevant newspaper articles can be identified is, in this new context, useless.
4. The examples here are complete systems, but in a context like that of a research the same reasoning would apply to individual modules of the overall system; what would change would be the kinds of users.
5. Quotations from ISO/IEC documents are made with ISO permission, granted in the context of the EAGLES and ISLE projects.
6. This is of course the caricature case. Products actually on the market use a variety of devices to cut down the noise and avoid silence. Even so, producing suitable results remains a major issue for current terminology extraction tools, and even more so when they also try to extract a potential translation.
7. Whilst encouraging him, of course, to consult the more detailed definitions of the ISO standard itself.
8. The combining function is not as simple as it is being made to seem here.
9. This is very similar to the word error rate metric (see Section 6).
10. By pointing out that if the software is to be modified by the end-user, changeability may affect operability.
11. A point reinforced by one of the reviewers suggesting that a clearer distinction between maintainability (in the sense of it being possible for people other than those who wrote the original code to make straightforward adjustments to it) and adaptability (in the sense of being able to extend the software to do things that were not originally foreseen) is required. The ISO definition of maintainability includes both as part of the same sub-characteristic, the notes on that characteristic making it clear that this is a deliberate choice.
12. The TMX exchange format standard for translation memories was developed in order to avoid this kind of problem.
13. This example has been invented for the purposes of exposition here: any correspondence to the structures produced by a particular system is entirely accidental.
15. This is a ridiculously simplified account. The reader is referred to the literature for a more accurate and more detailed description.
16. See Lin and Och (2004) for a discussion of several automated machine translation metrics and of how they correlate with human judgements, together with a proposal for evaluation of the metrics themselves. A comparison of a number of metrics and their results when applied to working systems can also be found in Surcin et al. (2005).
18. To state this in terms of well-known evaluation metrics: precision, first used as metric in document retrieval, is based on what proportion of the documents retrieved are actually relevant to the search request. In the context described here, it is theoretically (if not always practically) possible to measure precision. Recall, on the other hand, is based on measuring how many, out of all the relevant documents existing in the document set being searched, are actually retrieved. Measuring recall is not even theoretically possible in the web context: there is no possible way of knowing either what the collection of documents being searched over is, or what the relevant documents in that collection are.
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