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Abstract

Building new services by assembling software compo-
nents, when adopted at the communication level, would
allow developers to build powerful group communica-
tion services by assembling proven and efficient algorithms
for ordered group communication. The integration of com-
munication protocols with different delivery policies has
not been addressed in past research on group communi-
cation. This integration cannot be considered as concate-
nation of protocols and needs delivery policies to be rede-
fined in the context of multi-channel communication. Our
paper deals with this issue. We define communication chan-
nels as software connectors of the communication level for
coordinated group communication. We cover the three stan-
dard delivery policies (FIFO order, Causal order, and To-
tal order).

Key words. Group Communication, Software Compo-
nents, Ordering Protocols.

1. Introduction.

In [13], Plazil and Visnovsky predict that: "in the near
future, the majority of software applications will be com-
posed from reusable, potentially off-the-shelf software
components," and this should allow software engineer-
ing to evolve from ad-hoc artisanally implemented modules
to industrially designed reliable systems. Defining inte-
gration protocols and adaptors for coherent assembling
of software components into applications is a key re-
search issue in component-based software engineering [22]
and is being investigated by academic and industrial re-
searchers. Serving this new approach of component-based
software engineering, recent research effort is being con-

ducted to define and manage the coherence. Most existing
works in this area focus on the coherence at the appli-
cation level, which deals with describing the accepted
sequences of service request. These are referred as the pro-
tocols of components in [5] and the Object´s protocol
in [13]. The coherence is checked by comparing se-
quences to the set of accepted sequences.

Investigating the design and the associated coherence
problems at the communication level is becoming an ac-
tive research area. This involves problems such as: encap-
sulating communication protocols in software components
[20], synchronization management when integrating multi-
media protocols [18], and consistency management when
integrating security mechanisms in collaborative applica-
tions [2]. Managing the coherence of message ordering is a
critical issue in group communication and has not been ad-
dressed by past research. It allows unexpected and unsafe
non-consistent situations to be avoided, by maintain-
ing a coherent view within the distributed set of compo-
nents for 1-to-N and N-to-M communication. This means,
for example, that receiving "actions" (e.g. requests or ques-
tions) are guaranteed to be received before their corre-
sponding "reactions" (e.g. results or responses) by using
causally ordered communication. This also means co-
ordinating the distributed decision making processes at
the system or at the user levels by totally ordered com-
munication. At the communication level, the coherence
management, which focuses on message ordering, is differ-
ent from its equivalent problem at the application level; it
not only complements it, but is also more complex. It in-
cludes integrating and simultaneously handling different
ordering policies within distributed groups of compo-
nents. In this paper, we try to explore this new area of in-
terest by defining and managing the coherent integration
at the communication level, and by considering three stan-
dard group communication message ordering policies. We



introduce the "abstract communication channels" as com-
ponent connectors that coordinate the different ordering
policies, thus allowing the coherence to be satisfied. Sim-
ilarly to the work of [2] and [18], our results should help
to design (UDP-based) reliable collaborative applica-
tions that support internet-based group collaborative activi-
ties.

The coherence at the communication level. Each of the
delivery policies has an important role in multimedia and
distributed systems [1,3,4,6,7,14]. FIFO order ensures that
the messages between two participants are delivered in the
same sequential order in which they were sent. It is widely
spread (TCP-IP) and used to transmit various types of data
from text files to continuous multimedia streams, such as
audio and video. Causal order [1,11,15,16,17,21] ensures
the coordination of group discussion by preventing incon-
sistencies that may occur when responses are received prior
to their questions. Causally ordered communication is used
to maintain a consistent view between a group of partici-
pants [9]. Total order ensures that all participants in a group
receive the messages in the same order. It is often used to
ensure a common view between all participants of a coop-
erative system [3,4,19]. Some works already propose proto-
cols to handle different policies in communication channels,
but they restrict all channels to only use one ordering pol-
icy per channel [11,15,19]. We claim that the integration of
different delivery modes in a single protocol constitutes a
basis for a coordination service capable of ensuring an opti-
mal and flexible use of the communication medium, which
is adapted to the specific needs of the applications.

Our contribution. Our approach consists in the use of chan-
nels as abstractions for a subset of messages exchanged by a
subset of entity members of this channel. Each basic chan-
nel may have a single specific delivery policy, e.g. FIFO,
causal or total; and inter-channel delivery properties can be
specified on subsets of channels with similar delivery poli-
cies. In a first integration of multiple delivery modes (parti-
tioned multimodal communication), each message may be
sent into a single channel, with a single delivery policy. This
allows components to exchange messages following differ-
ent policies, but the corresponding sets of messages are dis-
joint: no delivery relation can be defined between messages
sent on two different channels. In order to overcome this
restriction, we define coordinated multimodal communica-
tion, where messages may be sent into a subset of chan-
nels. A message can be sent to any subset of channels to
which the sender is connected. It is received by the mem-
bers of any of these channels, and its delivery to a receiver
must be compatible with the delivery policy of each channel
shared by the message and the receiver. A single message
may have different delivery properties with respect to other
messages. In this approach, existing algorithms can be used

to ensure the correct delivery for each policy, with their in-
tra and inter-channel coordination; different modules of ex-
isting protocols can be merged to construct a multimodal
protocol. Our approach is indeed a compatible extension of
the current ones, with regard to the delivery policies as well
as the channel structure. We show in particular how this ap-
proach solves in a simple way the application example 1 be-
low.

In this approach, existing algorithms can be used to en-
sure the correct delivery for each policy, fifo, causal or to-
tal, with either intra and inter-channel coordination; differ-
ent modules of existing protocols can be merged to con-
struct a multimodal protocol. Our approach is indeed a com-
patible extention of the current ones from the point of view
of the delivery policies as well as the channel structure.

Example 1: As an application example, we consider the
components involved in an audio and video conferencing
system: they exchange video and audio data as well as con-
trol information by broadcasting messages form one sender
to n receivers. For the whole set of messages denoted M ,
the delivery guarantees the fifo policy between each pair of
participants. A subset of messages Mc ⊆ M is furthermore
delivered in a causal mode, and another subset of messages
Mt ⊆ M (with Mt ∩ Mc = ∅) is delivered in total order.
The messages in Mc can be used as periodic global syn-
chronisers, and maintain a relative consistency between the
sets of audio/video messages of M delivered to each en-
tity, in a more relax and effective way than if all messages
where to be delivered causally. The messages in M t are re-
ceived in the same order by each entity, and they may con-
tribute to warranty an identical common view on all the en-
tities by maintaining a replicated state.

Example 2: The figures below shows examples of multi-
modal exchanges between four components. In figure 1,
four messages are delivered in a Fifo mode, the messages
1 , 2 and 4 are delivered in a causal mode, while message 3
fails to be delivered in a causal mode w.r.t. messages 1 and
2. In figure 2, all four messages are delivered in a causal
mode, concurrent messages 3 and 4 are delivered in a to-
tal mode while messages 2 and 3 are not.



The present paper is structured as follows. In section
2, we define the coordinated behaviours of a set of com-
municating components, a newly proposed “partial” causal
precedence relation induced on the events of a behaviour
by a subset of messages and the related delivery policies.
In section 3, we present multimodal communication sys-
tems, constituted by communicating components and a set
of “monomodal” channels. In the section 4, we define inter-
channel coordination and interchannel delivery policies. In
section 5 we show how a multimodal protocol can be spec-
ified from a set of existing protocols, one for each of “ele-
mentary” delivery policies.

2. Background and definitions.

In the sequel we consider a set of sequential components
interfaced with a communication protocol through which
they can exchange messages. The interactions of the com-
ponents with the protocol are called events, and they are
occurrences of sendings and deliveries of messages. A co-
ordinated behaviour describes a partial ordering between
these events during a run of the application. This partial or-
der is often called causal precedence or happened-before
relation [8,9]. In these behaviours, unlike in Message Se-
quence Charts, messages have a single source but may have
any number of destinations and this is the main difference
(besides minor technicalities) with MSCs. A delivery pol-
icy between a set of components is specified by a property
of their behaviours behaviour: the components communi-
cate following a particular policy if and only if all of their
coordinated behaviours satisfy the corresponding property.

2.1. Components, messages and behaviours.

We denote I = {i, j...} the set of integers used as com-
ponents identifiers. A finite coordinated behaviour involv-
ing the components I is a tuple u = (M, Src, Dest, E,≤)
where:

• M = {m, m′..} is a finite set of exchanged messages.

• Src and Dest are two mappings Src : M −→ I
and Dest : M −→ 2I defining the source and the
set of destinations of each message. The set of mes-
sages sent by the component i is denoted M i = {m ∈
M, Src(m) = i}, and we have M = ∪i∈IMi.

• E is a finite set of communication events
defined by E = {send(m), m ∈ M}
∪{deliver(j, m), m ∈ M , j ∈ Dest(m)}. The
event send(m) denotes the sending of the mes-
sage m by the component i = Src(m) and is also
written send(i, m, Dest(m)) or send(i, m). The
event deliver(j, m) denotes the delivery of the mes-
sage m to the component j ∈ Dest(m).

• ≤ is a partial order relation (reflexive, transitive,
acyclic) on the set of events, ≤⊆ E × E. The rela-
tion ≤ is minimal among the partial orders satisfying
the following properties:

1. For any identifier i ∈ I , the set Ei ⊆ E of
events involving a component i ∈ I , defined by
Ei = {send(i, m), m ∈ Mi} ∪ {deliver(i, m), i ∈
Dest(m)}, is totally ordered by ≤. In partic-
ular for any pair of messages m, m′ ∈ Mi,
we have either send(i, m) ≤ send(i, m′) or
send(i, m′) ≤ send(i, m).

2. For any message m ∈ M and any component j ∈
Dest(m), we have send(m) ≤ deliver(j, m).

2.2. Partial causal precedence.

We consider a subset M ′ ⊆ M of the messages of a be-
haviour u = (M, Src, Dest, E,≤), and we define the par-
tial causal precedence induced by M ′ , denoted ≤M ′ . This
relation is defined on the set of events E ′ ⊆ E denot-
ing sendings or deliveries of the messages belonging to
M ′, i.e. E′ = {send(m) : m ∈ M ′} ∪ {deliver(i, m) :
m ∈ M ′ ∧ i ∈ Dest(m)}. For any identifier i ∈ I ,
we let E′

i = E′ ∩ Ei be the subset of events involv-
ing i and some message belonging to M ′. The partial
precedence ≤M ′⊆ E′ × E′ induced by M ′ is the least par-
tial order relation on E ′ satisfying the following proper-
ties:

1. for any component i ∈ I , the “local” restrictions of
≤M ′ and ≤ to the events of E ′

i coincide: ∀e, e′ ∈
E′

i : e ≤ e′ ⇐⇒ e ≤M ′ e′, which can be written
≤M ′ /E′

i
×E′

i
=≤ /E′

i
×E′

i
.

2. for any message m ∈ M ′ and j ∈ Dest(m), we have
send(m) ≤M ′ deliver(j, m).

It is a direct consequence of the definitions that the par-
tial causal precedence is included in the “global” one, for
any pair of events e, e′ ∈ E′ we have e ≤M ′ e′ =⇒ e ≤ e′,
and we have ≤M ′⊆≤ /E′×E′ . However this inclu-
sion is strict in general, and the partial causal prece-
dence is not the restriction of the “global” causal prece-
dence ≤ to E ′ as shown in example 3 and figure 3.

Notations: m ≺ m′ and m ≺M ′ m′ are sometimes used
as shortcuts for send(m) ≤ send(m′) and send(m) ≤M ′

send(m′).

2.3. Delivery modes.

Usually delivery modes are defined for all the mes-
sages of a behaviour. In multimodal communication, a de-



livery mode may be defined for any subset of messages.
Let M ′ ⊆ M a subset of the messages of the behaviour
u = (M, Src, Dest, E,≤), then

Fifo The messages of M ′ are delivered in a fifo mode iff
for all i ∈ I , m, m′ ∈ M ′ ∩ Mi:

send(i, m) ≤ send(i, m′) =⇒ ∀j ∈ Dest(m) ∩
Dest(m′) : deliver(j, m) ≤ deliver(j, m′)
Causal Using the partial causal precedence related to M ′,
we define the causal delivery property as follows.

The messages of M ′ are delivered in a causal mode iff
for all i, j ∈ I , m ∈ M ′ ∩ Mi, m’ ∈ M ′ ∩ Mj :

send(i, m) ≤M ′ send(j, m′) =⇒ ∀k ∈ Dest(m) ∩
Dest(m′) : deliver(k, m) ≤ deliver(k, m′)
Total The messages of M ′ are delivered in a total mode iff
for all m, m′ ∈ M ′, i, j ∈ Dest(m) ∩ Dest(m′):

deliver(i, m) ≤ deliver(i, m′) =⇒ deliver(j, m) ≤
deliver(j, m′)

The use of the partial precedence relation≤M ′ in the def-
inition of the causal delivery is commented in detail in ex-
ample 3 at the end of section 3.2.

3. Channels and Multimodal Communication
Systems.

In order to define different relations on the mes-
sages of a behaviour, we first define the notion of chan-
nel. An elementary channel is an abstraction that represents
a subset of the messages exchanged by a subset of compo-
nents connected to this channel and called the members of
the channel. Furthermore these messages are delivered fol-
lowing a specific mode of the channel to all the members
of the channel. Each channel is characterised by its mem-
bers and its delivery mode.

A multimodal communication system ( MCS) is a tu-
ple S = (I, C, Memb, Mode) where

• I is a finite set of components

• C is a finite set of channels

• Memb is a mapping Memb : C −→ 2I defining for
each channel the set of connected components and

• Mode is a mapping Mode : C −→
{free, fifo, causal, total} defining for each chan-
nel a delivery policy

3.1. Partitionned Multimodal Communication.

In a partitionned multimodal communication, each mes-
sage may be sent into a single channel, with a single
delivery policy. This allows components to exchange mes-
sages following different policies, but the correspond-
ing sets of messages are disjoint: no delivery relation can

be defined between messages sent on two different chan-
nels.
A coordinated behaviour of the system S =
(I, C, Memb, Mode) is a tuple u = (M, Src, Dest, Chan, E,≤
) where

• (M, Src, Dest, E,≤) is a behaviour as defined in sec-
tion 2

• Chan is a mapping Chan : M −→ C defining for
each message the channel on which it is emitted. The
source of a message m is a member of Chan(m),
∀m ∈ M : Src(m) ∈ Memb(Chan(m)). Let c =
Chan(m) the set of destinations Dest(m) and the set
of connected components Memb(c) coincide: ∀m ∈
M : Dest(m) = Memb(Chan(m)) − {Src(m)}.
The set of messages emitted on a channel c is denoted
M(c), M(c) = {m ∈ M |c = Chan(m)}.

• The sending event send(m) of a message m
by the component i = Src(m) on the chan-
nel c = Chan(m) is also denoted send(i, m, c)
or send(m, c). The set of events on a channel c is
E(c) = ∪{send(m), deliver(j, m) :m ∈ M(c), j ∈
Memb(c)}, and we have E = ∪c∈CE(c).

The coordinated behaviour u = (M, Src, Dest, Chan, E,≤
) must furthermore satisfy the following properties:

Fifo For any channel c such that Mode(c) = fifo, the
messages of M(c) are delivered in fifo mode:

for all i ∈ Memb(c), m, m′ ∈ M(c),
send(i, m, c) ≤ send(i, m′, c) =⇒ ∀j ∈ Mem(c) :

deliver(j, m) ≤ deliver(j, m′)

Causal For any channel c such that Mode(c) = causal,
the messages of M(c) are delivered in causal mode:

for all i , j ∈ Memb(c), m, m′ ∈ M(c),
send(i, m, c) ≤M(c) send(j, m′, c) =⇒ ∀k ∈

Mem(c) : deliver(k, m) ≤ deliver(k, m′)
note that we use the partial causal precedence ≤M(c) in-

duced by the messages of the channel c (see example 3 be-
low)

Total For any channel c such that Mode(c) = total, , the
messages of M(c) are delivered in total mode:

for all m, m′ ∈ M(c), i, j ∈ Memb(c),
deliver(i, m) ≤ deliver(i, m′) =⇒ deliver(j, m) ≤

deliver(j, m′)



Example 3: The behaviour depicted by figure 3 below
shows why the partial dependency relation ≤c ( resp ≤M ′

in the previous section) is used instead of the global one ≤
in the causal channel definition. In this scenario let c be a
channel with four messages, M(c) = {1, 3, 4, 5}. We have
1 ≺ 3, 1 ≺ 4 and 1 ≺ 5, but neither 1 ≺M(c) 3, nor
1 ≺M(c) 4 nor 1 ≺M(c) 5. If the causal delivery prop-
erty on the channel c was defined using ≺, only the mes-
sages 4 and 5 would satisfy this property w.r.t. message 1,
and this could only be achieved by letting the message 2,
which does not belong to M(c), carry the necessary causal
information about the channel c. If the message 2 also be-
longed to M(c), then the delivery of message 4 would fail
to be causal. The causal delivery of 5 w.r.t. 1 could be re-
alised as a side effect if another causal channel c ′ was de-
fined with M(c′) = {2, 5}.

3.2. Coordinated Multimodal Communication.

We extend now the communication capabilities: In the
previous section, no delivery relation could be defined be-
tween messages sent on two different channels. In order to
overcome this restriction, we allow messages to be sent into
a subset of channels. A message can be sent to any subset
of the channels to which the sender is connected, it is re-
ceived by the members of any of these channels, and its de-
livery to a receiver must be compatible with the delivery
policy of each channel shared by the message and the re-
ceiver. Let us stress that a message is delivered only once
to a single receiver, even if it has been sent on many of the
channels the receiver is connected to. We consider a CCS
S = (I, C, Memb, Mode).

A multimodal coordinated behaviour of the system S is
a tuple u = (M, Src, Dest, Chan, E,≤) where

• (M, Src, Dest, E,≤) is defined as in section 2

• Chan is a mapping Chan : M −→ 2C defin-
ing for each message the set of channels on
which it is emitted. The source of a message m
must belong to all the channels of Chan(m), i.e.

Src(m) ∈ ∩c∈Chan(m)Memb(c). The set of des-
tinations Dest(m) and the set of connected com-
ponents to any channel of Chan(m) coincide:
Dest(m) = ∪c∈Chan(m)Memb(c) − {Src(m)} .
The set of messages emitted on a channel c is de-
noted M(c), M(c) = {m ∈ M |c ∈ Chan(m)}.

• The sending event send(m) of a message m
by the component i = Src(m) on the set
of channels C ′ = Chan(m) can be denoted
send(i, m, C′) or send(m, C ′). The set of events
on a channel c is E(c) = {send(m), m ∈
M(c)} ∪{deliver(j, m) :m ∈ M(c), j ∈ Dest(m)},
and we have E = ∪c∈CE(c).

The coordinated behaviour u = (M, Src, Dest, Chan, E,≤
) must furthermore satisfy the following properties:

for any channels c, c1, c2 and any sets of chan-
nels C1, C2 ⊆ C

Fifo If c ∈ C1 ∩ C2 with Mode(c) = fifo, and i
∈ Mem(c), then:

send(i, m, C1) ≤ send(i, m′, C2) =⇒ ∀j ∈ Mem(c) :
deliver(j, m) ≤ deliver(j, m′)

Causal If c ∈ C1 ∩ C2 with Mode(c) = causal, and i, j
∈ Mem(c), then:

send(i, m, C1) ≤M(c) send(j, m′, C2) =⇒ ∀j ∈
Mem(c) : deliver(j, m) ≤ deliver(j, m′)

note that as in previous section we use the partial causal
precedence ≤M(c) induced by the messages of the chan-
nel c.

Total If Mode(c) = total, and m, m′ ∈ M(c), then for all
i, j ∈ Mem(c):

deliver(i, m) ≤ deliver(i, m′) =⇒ deliver(j, m) ≤
deliver(j, m′)

Example 4. The example depicted by figure 1 in the intro-
duction describes a scenario which can be realised with two
channels, one has fifo delivery and contains all the four mes-
sages, the second has causal delivery and only contains the
messages 1 and 4. The scenario depicted by figure 2 can be
realised with two channels, one has causal delivery and con-
tains all the four messages, the second has total delivery and
only contains the messages 3 and 4



4. Multimodal Interchannel Coordination.

We extend now the capabilities of a multimodal coor-
dinated communication by allowing interchannel coordina-
tion [11,14,15,19]: interchannel coordination rules the de-
livery of messages which belong to two or more elementary
channels.

An extended multimodal communication system is a tu-
ple S = (I, C, Memb, Mode,Ω, Ichan, Imode) where

• (I, C, Memb, Mode) is defined as in section 2.

• Ω is a finite set of multichannel names.

• Ichan and Imode are two mappings Ichan : Ω −→
2C , and Imode : Ω −→ {fifo, causal, total}, which
define for each multichannel the corresponding set of
channels and their interchannel coordination mode.

• The mappings Mode and Imode satisfy the following
consistency property: for any channel c ∈ C and mul-
tichannel γ ∈ Ω, c ∈ Ichan(γ) =⇒ Mode(c) =
Imode(γ)

For a multichannel γ ∈ Ω we let M(γ) = ∪{M(c), c ∈
Ichan(γ)} be the set of messages of γ.

A coordinated behaviour of the system S =
(I, C, Memb, Mode,Ω, Ichan, Imode) is a tuple
u = (M, Src, Dest, Chan, E,≤) defined as in sec-
tion 2.3 but which satisfies furthermore the following in-
terchannel delivery properties : for any channels c, c1, c2

any sets of channels C1, C2 ⊆ C and any multichan-
nel γ ∈ Ω

Fifo If Imode(γ) = fifo, c1 ∈ C1, c2 ∈ C2, {c1, c2} ⊆
Ichan(γ) and i ∈ Mem(c1) ∩ Mem(c2), then:

send(i, m, C1) ≤ send(i, m′, C2) =⇒ ∀j ∈
Mem(c1) ∩ Mem(c2) : deliver(j, m) ≤ deliver(j, m′)

Causal If Imode(γ) = causal, c1 ∈ C1, c2 ∈ C2,
{c1, c2} ⊆ Ichan(γ) and i, j ∈ Mem(c1) ∩ Mem(c2),
then:

send(i, m, C1) ≤M(γ) send(j, m′, C2) =⇒ ∀k ∈
Mem(c1) ∩ Mem(c2) : deliver(k, m) ≤ deliver(k, m′)

where we note ≤M(γ) the partial causal precedence in-
duced by the set of messages M(γ) = ∪c∈Ichan(γ)M(c).

Total If Imode(γ) = total, c1 ∈ C1, c2 ∈ C2, {c1, c2} ⊆
Ichan(γ) m ∈ M(c1), m′ ∈ M(c2) and i, j ∈ Mem(c1)∪
Mem(c2), then :

deliver(i, m) ≤ deliver(i, m′) =⇒ deliver(j, m) ≤
deliver(j, m′)

In each definition above, taking c1 = c2, we see that c
is a fifo (resp. causal, resp. total) channel whenever it be-
longs to a multichannel γ with inter-channel fifo (resp.
causal, resp. total) delivery, and this justifies the consis-
tency property required by the definition.

The solution of the Audio-video conferencing example. We
consider again the example 1 presented in the introduction,
where a group of participants of a video-conference ex-
change in fifo mode a set of messages M , where a subset
of messages Mc ⊆ M must be delivered in a causal mode,
and another subset Mt ⊆ M with Mt∩Mc = ∅ must be de-
livered conforming to a total order policy. We also suppose
that only a subset of participants with identifiers J ⊆ I ex-
change the messages of Mt. Clearly a causal order channel
cc with I = Memb(cc) and M(cc) = Mc and a total or-
der channel ct with J = Memb(ct) and M(ct) = Mt must
be defined (Mode(cc) = causal and Mode(ct) = total).
Furthermore the messages belonging to each of these chan-
nels must be delivered in fifo mode, which is implicit for
the messages of M(cc) = Mc, in particular all the mes-
sages Mt ∪ Mc sent by the components in J . This can
only be done by defining two fifo channels c1, c2 such that
I = Memb(c1) and J = Memb(c2) and such that c1 and
c2 have interchannel fifo delivery, i.e. for some γ ∈ Ω,
we have {c1, c2} = Ichan(γ) and Imode(γ) = fifo.
The required properties will be satisfied if the messages
of each channel are the following: M(c1) = M − Mt,
M(c2) = Mt, M(cc) = Mc, and M(ct) = Mt. This
can be achieved if in the application codes, the messages
M − (Mc∪Mt) are sent on c1, the messages of Mc are sent
on {c1, cc}, and the messages Mt are sent on {c2, ct}.

5. Multimodal Protocols.

5.1. Communication protocols.

A standart protocol component maintains a local con-
trol information and is interfaced with the underly-
ing network by the method calls send−to−net and
receive−from−net. Upon a send call by the applica-
tion, the protocol component builds the control information
to be sent with the message, effectively multicasts the mes-
sage and the attached control information to the recipients
by a send−to−net call, and updates its local control in-
formation. Upon reception of a message, an occurrence
of receive−from−net, the receiving protocol compo-
nent tests the control information attached to the message
w.r.t. its local control information: if the required proper-
ties for the delivery are satisfied (e.g. fifo, causal or to-
tal), the message is delivered to the application by the
deliver call and the local control information of the proto-



col is updated. Otherwise the message is buffered and its
delivery to the application postponed to the delivery of an-
other message which enables it by the induced modification
of the local control information.

5.2. Merging protocols to ensure multimodal com-
munication.

A multimodal protocol can be realised by merg-
ing monomodal ones in the following way: we suppose a
communication system (I, C, Memb, Mode) communi-
cating through a set of channels and a set of multichan-
nels, each of them with a specific delivery policy ensured
by a specific protocol. We let each local component i of the
multimodal protocol maintain a local protocol control in-
formation in an array LocalPI(i), where, for each channel
c to which i is connected, LocalPI(i)(c) hold the cur-
rent values for the monomodal protocol in charge c . When
i sends a message m on a set of channels C ′ = Chan(m)
by a call send(i, m, C ′) (which means that i is connected
to each c ∈ C ′), the local protocol component builds a con-
trol information array MessagePI(m) sent with m, with
for each c ∈ C ′ a field MessagePI(m)(c). Further-
more the new value of LocalPI(i)(c) is computed when
the call to send−to−net(m, MessagePI(m), C′) is done.
Upon the reception of the message m by a component j be-
longing to Dest(m) = ∪c∈C′Mem(c), for each chan-
nel c ∈ C ′ such that j ∈ Memb(c), the guard of the
associated monomodal protocol is evaluated, which de-
pends on LocalPI(j)(c) and MessagePI(m)(c). If all
these guards are evaluated to true, the message is deliv-
ered through the event deliver(i, m), and this delivery sat-
isfies the policies of all the channels and multichannels
m belongs to. New values of LocalPI(j)(c) are com-
puted. Otherwise the delivery of m is delayed until all
the guards are satisfied. The amount of control informa-
tion sent with the messages is at most the sum of the
amounts necessary to each protocols.

On send(m, Chan(m)) by a component i = Src(m)

such that i ∈ ∩c∈Chan(m)Memb(c):

For all c ∈ Chan(m) do

MessagePI(m)(c) = MakeInfo(LocalPI(i)(c))

Execute send−to−net(m, MessagePI(m), Chan(m))

For each c ∈ Chan(m) do

LocalPI(i)(c) = OutUpdatePI(i)(c)
On receive−from−net(m, MessagePI(m), Chan(m))

by a component j
such that j ∈ ∪c∈Chan(m)Memb(c):

InChan(j)(m) = {c ∈ Chan(m)|j ∈ Memb(c)}

For all c ∈ InChan(j)(m) do

DeliverBool(j)(c)(m) =
EvalGuard(c)(LocalPI(j)(c), MessagePI(m)(c))

If
∧

c∈InChan(j)(m)DeliverBool(c)(m) = True then

deliver(j, m),

LocalPI(j)(c) =
InUpdatePI(c)(LocalPI(j)(c), MessagePI(m)(c)).

6. Conclusion

We have presented a framework which extends in a sig-
nificant way the coordination capabilities of a set of dis-
tributed entities. It extends the various delivery policies in a
very flexible and modular way. It covers a wide range of
concrete situations in cooperative computing, and should
lead to useful theoretical and software developments.
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