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This paper describes a digital watermarking scheme based on fractal codification for 8-bit gray scale
images; it replaces range blocks by modified blocks according to the watermark bit being embedded. The
main contribution of this work is a decrease in the distortion generated by the watermark embedding
in the carrier image compared to the reference scheme based on fractal codification; in addition, the
scheme achieves a better robustness against JPEG attacks, a decrease at 13.2 dB in distortion and up to
50% improvement in Bit Correct Ratio (BCR). The scheme relies on the selection of interest points, local
searching regions and embedding regions to be successful. Finally, this document presents a comparison
of the results obtained with the proposed scheme and other schemes inspired by the fractal codification.
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1. Introduction

The explosive growth of the Internet in the last years along
with the exponential increase in computer performance, has fa-
cilitated exchange of multimedia information like images. As the
multimedia content sharing through the Internet has increased
dramatically, the necessity to protect digital content authoring has
arisen with great strength. This has contributed to the creation of
many schemes that hide information in media, called watermark-
ing schemes. Both, the selection of a watermarking scheme and
the type of information to be hidden or embedded (such as med-
ical data, serial numbers, authoring and copy control information)
depend on the application.

The former name of watermarking is steganography, which
comes from the Greek words stegano, that means ‘hide’, and
graphos, that means ‘writing’, and literally means covered writing.
Today, the term steganography is not very common anymore; in-
stead, most people use the terms (digital) watermarking, data em-
bedding and information hiding indistinctly being watermarking the
most recognized. However, there are people who treat steganog-
raphy and watermarking as two different concepts [1,2]. Cox et
al. [3] define watermarking as the practice of imperceptibly alter-
ing a medium to embed a message about that medium, whereas
steganography is the practice of undetectably altering a medium
to embed a secret message. Even though the objectives of water-
marking and steganography are quite different, both applications
basically alter a medium to embed a message.

In the watermarking jargon, the information to be hidden is
called watermark or message, the medium where the watermark
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is hidden is called original medium or carrier medium, and the
medium with the watermark inside is called watermarked medium
or stegomedium. The process that hides a watermark in the carrier
medium is called embedding process, and the process that tries to
determine whether a watermark is present, and if so retrieves the
encoded message, is the decoding process.

There is a varied gamut of watermarking techniques with dif-
ferent characteristics. For example, spread spectrum based schemes
are known by its robustness, since it is difficult to intercept and to
remove the watermark hidden in the image. The schemes, based
on spread spectrum, embed information by linearly combining the
carrier medium with a small pseudo-noise signal that is modu-
lated by the message [4]. A different kind of watermarking tech-
nique is called patchwork, it is a statistical approach that pseu-
dorandomly chooses two patches, A and B, adds a small constant
value to the sample values of patch A, and subtracts the same
value from the sample values of patch B; thus, the original sam-
ple values are slightly modified. The detection process starts with
the subtraction of the sample values of the two patches; then
it obtains the difference of the sample means, and the expected
value helps to decide whether the samples contain a watermark
or not. This scheme has two main drawbacks: the samples of each
patch should be large enough (uniformly distributed samples), and
the sample mean values must be equal [5]. Another kind of wa-
termarking schemes are based on quantization index modulation
(QIM). This kind of schemes embeds information by modulating an
index, or sequence of indexes, with the message, and by quantiz-
ing the carrier medium with the associated quantizer or sequence
of quantizers [6]. This kind of schemes exhibit a significant gain in
terms of watermark capacity over known-host statistics schemes
such as spread spectrum, they were shown in turn to be easily de-
feated by even the simplest attacks, as it is mentioned in [7] that
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besides proposes an improved QIM technique, called Angle QIM,
which is insensitive to amplitude scaling attacks.

A different kind of watermarking techniques hides information
using the internal tasks of the compression process. For example,
information can be hidden by utilizing the transform coefficients
of JPEG and JPEG 2000 compression, by altering the color palette
of GIF compression, or by handling the image blocks of the fractal
compression.

Particularly, for digital images there can be many ways of hiding
a message; for example, by hiding information directly on the pix-
els by varying its color intensity, or by modifying the magnitude of
the transform coefficients (as used in internal procedures of image
compression). Therefore, there are watermarking techniques work-
ing in the space domain and in the transform domain, respectively.

Fractal image compression has been the inspiration for several
techniques whose main characteristics are the use of image blocks
and their similarities to alter a medium to embed a message, this
techniques are further discussed in Section 3.

Although fractal based watermarking techniques are not as pop-
ular these days as spread spectrum or QIM, recent works based
on fractal codification for watermarking have achieved improve-
ments in terms of either robustness, imperceptibility or capacity.
Continuing with these efforts, this work describes a watermarking
technique that results in lower distortion when compared with re-
cent works based on fractal codification.

The organization of this paper is as follows: Section 2 presents a
basic description of fractal codification, including terminology used
throughout the paper. Section 3, exhibits a review of watermarking
schemes that are based on, or inspired by, fractal coding. Section 4
describes the proposed watermarking scheme. Section 5 presents
the experiments and results obtained and finally conclusions are
drawn in Section 6.

2. Fractal codification

The term ‘fractal’ was created by Benoit Mandelbrot in 1983,
it is derived from the Latin fractus that means ‘interrupted’, ‘irreg-
ular’ or ‘fractional’. This term is a good description of one of the
geometric properties that fractals present: they have a fractional
dimension [8].

Basically, fractals have two main properties: self-reference and
self-similarity. Self-reference indicates that an object appears in its
own definition, which implies the need for a recursive algorithm
to generate a fractal. Self-similarity implies that the fractal object
presents the same appearance regardless of the object’s enlarge-
ment degree. In other words, no matter how infinitely the zone of
a fractal object expands, it will always contain the initial fractal
object.

Fractals have varied forms, including forms found in nature like
clouds, mountains, trees, leaves, etc. Fig. 1 shows some fractals
having form of plants, they have the two features described previ-
ously [9].

The iterated function systems or IFS are commonly used to
generate fractals, their functionality is similar to that of a photo-
copying machine [10]. Suppose that a special kind of photocopying
machine reduces the image to be copied by half and reproduces
it three times on the copy, as seen in Fig. 2. If the new image
is copied in the same way the resulting image will contain nine
reduced versions of the original image. Fig. 3 illustrates this pro-
cess iterated three times; notice that all of the images seem to
converge to the same final image, regardless of the original im-
age. Moreover, it can be observed that this resulting image is a
copy of itself and is detailed in all scales. This image is a fractal
and is known as system attractor. In this example, the photocopy-
ing machine represents a three function system and the feedback
action represents the iterative part of the system. Each of these
(a) (b) (c)

Fig. 1. Fractals with form of plants.

Fig. 2. Photocopying machine that reproduces three times the input image.

Fig. 3. First three copies generated by the special machine of Fig. 2.

functions contracts and transforms the input image and the three
functions together form an output image with three different fig-
ures, which represents an Iterated Function System. Each function
of the IFS performs an affine transformation consisting of rotation,
translation and escalation operations over each point of the figure
or fractal curve into study. In other words, a point with coordi-
nates (x, y) is translated to the coordinates (u, v). Eq. (1) controls
this transformation.
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Fig. 4. IFS and its fractal image generated.

Fig. 5. Self-similar parts in Lenna.

The parameters a, b, c and d perform the rotation of each point,
with their magnitudes corresponding to the scaling factor. Parame-
ters e and f perform the linear translation in x and y of the same
point. Therefore, the general form of an Iterated Function System
is:

Tk(x) =
[

ak bk
ck dk

]
· x +

[
ek
fk

]
(2)

for 1 < k < n, where x is a point in the �2 plane and n is the total
number of affine transformations. If Tk is a contractive mapping,
then the attractor can be obtained through a set of iterated func-
tions. Fig. 4 shows a fractal image generated by a system of four
iterated functions.

The fractal image compression comes from the idea of finding
an IFS that represents and generates a given image. Since most
images do not present the self-reference feature as the fractals in
Fig. 1 do, the fractal compression schemes use regions of the image
that can be similar at different scales, thus generating a Partitioned
Iterated Function System of PIFS. For example, Fig. 5 shows how a
small part of the shoulder of Lenna is put on a smaller part of the
same region, which is almost identical. In the same way, a region
of the mirror reflection is similar to a small region of her hat after
a transformation.

The image compression using PIFS is considered fractal due to
the compressed image is the system attractor (just like IFS, which
generates a self-similar and self-referenced attractor). The main
tasks performed by the fractal codification are: partition of the
image, search of similarities, modification of luminance and sub-
stitution of blocks.
Fig. 6. Range block Rb and its local search region LSRA , LSRB . The LSRC is the union
of LSRA and LSRB .

3. Watermarking inspired by fractal codification

As mentioned earlier, fractal image codification was the inspi-
ration for the creation of several steganographic techniques whose
main characteristic is the use of image blocks and their similari-
ties. The main steganographic techniques that use these features
are described in this section.

Two kinds of image blocks used in schemes inspired by frac-
tal codification are: range blocks and domain blocks. Range blocks
define the blocks to be replaced by modified blocks, which take in-
formation from domain blocks. To select the domain blocks, which
resemble more the range blocks, a similarities search is performed.

One of the first works inspired by fractal image codification was
developed by Joan Puate and Fred Jordan [11]. In this work, the
fractal image compression process is used to hide a watermark.
This work is a modification of the fractal compression algorithm
proposed by Jacquin [12], limiting the block domain search into
a local search region (LSR), which led to Local Iterated Function
Systems or LIFS. In this scheme, the number of range blocks deter-
mines the maximum embedding capacity. Domain block set D for
a determined range block Rb is limited by subsets LSRA , LSRB and
LSRC (LSRC is the union of LSRA and LSRB ). These subsets represent
regions where a block, with the minimum error with respect to Rb,
is searched (Fig. 6). In general, in the fractal compression process
the search of similarities between the Rb and these subsets deter-
mines the way the watermark is embedded. The embedding rule
is simple: If a bit 1 is to be hidden, a domain block in LSRA re-
gion is searched; if a bit 0 is to be hidden, a domain block in LSRB
region is searched. When the watermark has been embedded and
there are range blocks left, the remaining range blocks are codified
by searching in LSRC .

Li Guanhua, Zhao Yao and Yuan Baozong proposed in [13] a
similar scheme to the one by Puate. This scheme embeds the wa-
termark using the fractal image compression process by manipulat-
ing the luminance shift O u from each range block. The luminance
shift values are divided in two groups: μA and μB , as shown in
Fig. 7, where μC is the union of μA and μB . Each bit of the wa-
termark is embedded during fractal codification as follows: a range
block is selected, if a bit 1 is to be embedded, this block is codified
by searching the best luminance shift value in μA . Otherwise, if a
bit 0 is to be embedded, the range block is codified by searching
the best luminance shift value in μB . As in Puate’s scheme, when
the watermark has been embedded and there are range blocks left,
the remaining range blocks are codified by searching in μC .

A property of fractal image codification is called fix point in frac-
tal codification and refers to the fact of applying iteratively fractal
compression on an image until the initial image (previously cod-
ified) is the same as the fractal codified image, in other words,
until the distance between both images is zero and fractal param-
eters are the same. This property was used by Zhen Yao in [14]
as a way to check data integrity by means of a watermark. Thus,
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if the watermarked image is modified, the fractal parameters will
not match the initial fractal parameters before the attack. In the
same paper, Zhen proposed another scheme to hide information
during fractal image codification process. This scheme utilizes a lo-
cal search region of domain blocks for each range block, as shown
in Fig. 8.

For the embedding process, the local search region is divided
in two parts: LSR-0 and LSR-1; they are used to search a domain
block for each range block Rb (with minimum distance) and, de-
pending on the value of the bit to be embedded, a specific zone is
used. Thus, if a bit 1 or 0 is to be embedded, the search will be on
LSR-1 or LSR-0, respectively. If the domain block gets a better ap-
proximation in the region of the opposite bit, a block exchange is
performed.

Hong Pi, Hung Li and Hua Li proposed a watermarking scheme
that hides a binary watermark into image files compressed by frac-
tal codification [15]. To perform the embedding process the fractal
codes are extracted from the carrier image by means of the frac-
tal codification described in [16]. The main difference between this
fractal codification and the one described in Section 2 is the use of
the range block mean R̄u instead of the contrast scaling Su . Then,
a watermark w (m-sequence) of size N and period P is generated,
where N and P are equal to the number of range blocks detected
in the fractal codification. A condition for the watermark is that it
must end with a 0. The next step is to add the watermark (it can
be permuted to increase security) with the quantized range block
means r̄u (quantization of 7 bits) to produce the watermarked frac-
tal codes. To hide the watermark in the carrier image, the fractal
decoding process is performed. The fractal decoding process dif-
fuses the watermark throughout the decoded image, this is the
watermarked image. Given the range block means r̄, the water-

Fig. 7. Luminance shift value range and its groups.
mark extraction process begins with computing the average of all
range blocks of the attacked images r̄∗

u , then the attacked water-
mark w∗

u = r̄∗
u − r̄u is computed and, if necessary, w∗

u is permuted
back. Then, the correlation coefficients between the permuted w∗

u
and P shifted m-sequences are computed. Finally, the unique peak
is found and the existence of watermark is determined by check-
ing whether or not the peak exceeds a predefined threshold T (in
this article, T = 0.2). This watermarking scheme only detects the
existence of the watermark.

Other watermarking scheme that hides the watermark in the
mean of the range blocks is proposed by El-Khamy et al. [17].
The embedding process begins with a classification of range and
domain blocks regions (8 regions for this work). For range and do-
main blocks equal number of regions represents a 0 or a 1. Some
range blocks are then chosen to embed the watermark. When the
bit to be encoded is 0, the best pair of domain blocks is fetched in
regions that represent 0 only. An alien range block is the one cho-
sen for hiding, for instance, 0 while its affiliation is to a region
representing 1. This case is called range block/region mismatch.
In case of a range block/region mismatch, bit padding technique
is used where only the indexes of the padded bits are stored. At
the watermark extraction process, only the punching pattern is re-
quired to extract the original watermark, discarding the padded
bits. To extract the watermark, the image is decoded, then the
range blocks previously used to hide the bits are reclassified in
the decoded image. According to their means, their affiliations are
identified and thus the hidden bits. The extracted watermark is
then punched using the punching pattern to extract the final wa-
termark.

In [18], the range blocks are selected randomly to hide the wa-
termark. Then, fractal coding is performed for data embedding. If
a watermark bit is 1, only the search space G1 will be considered.
Otherwise, if a watermark bit is 0, only the search space G0 will be
chosen for fractal watermarking. G1 and G0 represent the domain
regions.

The selection of block sets is a common task in several water-
marking schemes inspired by fractal codification. Generally, there
are two block sets to hide 0 and 1 of the message, respectively. In
[19] a novel selection of block sets is proposed. This method uti-
lizes the fuzzy C-mean clustering to classify all domain blocks to
four classes (A, B, C, D). Class A and B are used to hide the bits 0
and 1 respectively. Class C and D are not considered for hiding the
message.

Some other watermarking schemes combine the use of fractal
codification with the discrete wavelet transform (DWT). In [20]
both the range and domain regions are coefficients of the first
level DWT. The embedding is done by substituting a range block
with a new matching block. This idea is used in [21], in this work
more DWT levels are used to hide the watermark. Moreover, the
Fig. 8. Local search regions proposed by Zhen.
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Fig. 9. Image regions proposed by Gulati.

value of the JND (just-noticeable difference) is calculated in order
to diminish the distortion generated by blocks substitution. An-
other scheme which combines these two techniques is proposed
in [22]. In this scheme the watermark is embedded in the middle
frequency band LH3 of DWT.

In the same way, there are watermarking schemes which com-
bine the use of fractal codification with the discrete cosine trans-
form (DCT). In [23] a fractal watermarking scheme robust to geo-
metric attacks is proposed. To achieve this robustness, the geomet-
rically invariant space is constructed by using image normalization.
Then, a significant region is obtained from the normalized image
by utilizing the invariant centroid theory. Finally, the watermark
is embedded into the modified self-similar DCT blocks of the sig-
nificant region. Another scheme which combines the use of fractal
codification with the DCT transform is proposed in [24]. In this
scheme the DCT coefficients of the range blocks are modified to
hide a single bit.

Unlike the previous schemes, there are a number of watermark-
ing schemes that do not perform the embedding process using
fractal compression, instead they embed the watermark using sim-
ilarities between range and domain blocks. The schemes proposed
by Kamal Gulati in [25], modify range blocks, domain blocks and
luminance to generate a new watermarked block.

The first of Gulati’s schemes divides the carrier image in range
and domain regions as shown in Fig. 9. The range blocks are lo-
cated on quadrants I and III. The embedding process is performed
in a very similar way to Zhen’s scheme: if a bit 1 is to be hid-
den, the modified domain block, which resembles more the range
block, must be part of domain region D1; if a bit 0 is to be hidden,
the domain block must be part of domain region D0. Fig. 9 shows
an example of the ‘100’ watermark embedding.

The second scheme also uses the regions of blocks as shown in
Fig. 9. The domain blocks are modified pixel by pixel except for the
first pixel that remains unchanged. This modification is required
only if all of the pixels are different to the first one. At the end
of this process, the modified domain block will resemble more the
range block. Then, the range block is substituted by the modified
domain block, that comes from a domain block that is part of a
Fig. 10. (a) Partitioned image. (b) Detected domain blocks. (c) Domain blocks after
quantization. (d) Range blocks detected by similarities search.

domain region D1 or D0. The bit value depends on the region the
domain block was taken from.

The third scheme only considers the least significant bit (LSB)
of pixels. The LSBs of the pixels in a range block are compared
with the LSBs of the pixels in each domain block of the selected
quadrant (D1 region or D0 region). The domain block with the
minimum distance is chosen and its LSB plane is copied over the
LSB plane of the range block. In this manner, the LSB plane of the
range block will become the same as the LSB plane of the domain
block.

Another scheme inspired by fractal codification is proposed by
Patrick Bas, Jean Marq Chassery and Frank Davoine in [26,27]. This
scheme replaces range blocks by modified blocks according to the
bit to be embedded. To select the range block to be replaced, as
much domain blocks as bits to be embedded are firstly selected.
These domain blocks are selected from the carrier image, detecting
only those with high standard deviation, then they are quantized
to limit even more the selection into dissimilar blocks. Once a set
of domain blocks is selected, a similarities search in the entire im-
age, excepting the domain blocks, is performed in order to find a
set of blocks that resembles more each of these domain blocks.
The blocks found are the range blocks.

The modified blocks that replace range blocks are obtained
by generating an approximated version of them. For every range
block R , its approximated block, called R̂ , is calculated by:

R̂ = δ · S ·
(

D

max(D)

)
+ R̄ (3)

where R̄ is the mean of R , S is the factor of the watermark mag-
nitude, max(D) represents the maximum value of D and

δ =
{+1 if a bit ‘1’ is embedded

−1 if a bit ‘0’ is embedded

The replacement of range blocks by their approximations is the
embedding process and is repeated until the entire watermark is
embedded. This process is shown in Fig. 10.
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Fig. 11. Similarities embedding in a local window.
The detection process in this scheme verifies the correctness
of the extracted watermark; it requires a reference to the range
blocks where the bits were embedded. The extraction process is
similar to the watermark embedding process. Both processes, de-
tection and extraction, are performed as follows:

1. Obtain a domain block D from the image.
2. Create an approximated block R̂ with Eq. (3) and search the

range block R that minimizes RMS error:
(a) If the index of R is located on the range blocks references,

the bit is detected and its value depends on the sign of δ.
(b) If the index of R is not located on the range blocks refer-

ences, the bit is not detected.
3. Obtain another domain block D from the image and return to

step 2 until the extraction is finished.

Other watermarking schemes created also by Patrick Bas,
Jean Marq Chassery and Frank Davoine [28], unlike the previous
scheme, they utilize range blocks and domain blocks in the water-
mark embedding and extraction processes. The embedding process
starts with the domain blocks selection through a characteristic
point detector (Harris detector), such that a characteristic point is
the center of the domain block. For each domain block, marked
with a cross, a 4 × 4 local window is created and a range block
is selected, as seen in Fig. 11. This selected range block is modi-
fied and replaced by a reduced version of the domain block (the
watermark), in this case the range block is located in the inferior
left corner of the local window. The watermark extraction process
is performed in a similar way to the embedding process. Domain
blocks are obtained, the local window is created, and a temporary
watermarked block is built and compared with each range block
of the local window.

Other schemes were inspired by image fractal compression the-
ory. In [29] a scheme that hides fractal parameters (the watermark)
in an image is proposed. A more ambitious scheme, proposed by
Khadivi in [30], hides a watermark in the parameters of an IFS,
thus the watermark is transformed into a fractal image. The extrac-
tion process is performed using the Collage theorem to obtain the
IFS that generates such fractal image [8]. With the IFS, the param-
eters and consequently the watermark can be obtained. A different
scheme that uses fractals although not using the idea of similari-
ties between range and domain blocks to hide the mark is [31]. It
presents an extension of the QIM scheme in the context of valu-
metric distortions. It uses a fractal quantization structure but also
a content-dependent quantization grid to achieve both global con-
stant robustness and the ability to recover the watermark after
non-linear valumetric is content-dependent.

Fragile watermarking schemes were inspired by image fractal
compression theory. In [32] an algorithm about restorable and
fragile watermarking based on fractal compression and differen-
tials record theory is proposed. In general, the compressed image
(by fractal codification) is stored in the B component to restore the
colorful image. The R and G components are processed to detect
any change in the image. In [33], the fractal compression codes
of some interest regions are embedded into specific locations of
the image. This scheme uses a tampering detection method. If any
change is detected, the recovery is achieved by using the fractal
codes hidden in the same image.

One of the main characteristics of some of these fractal codifi-
cation inspired works is that they distort an image block (domain
or range block) to hide watermark bits. However, this distortion
does not represent the information; the information is represented
by the position of the distorted block. Also, just one bit can be
embedded in a single block. This characteristic may be seen as
a disadvantage since the watermarked image is greatly distorted
and the embedding capacity is considerably reduced when the
watermark is embedded. However, this intrinsic characteristic is
important to keep robustness on these algorithms. The scheme
proposed in this article hides information in an image block in-
stead of the block position in order to reduce the visual artifacts
caused by block replacement.

4. Proposed watermarking scheme

The proposed scheme is based on Patrick Bas et al. scheme [26,
27]. The general diagram of this new scheme is shown in Fig. 12,
where the embedding, extraction and detection processes can be
observed.
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Fig. 12. Diagram of the proposed scheme.
Image block processing increases the computational complexity
of the algorithm to such a degree that it may prevent its practi-
cal use. The previously mentioned schemes process a big amount
of blocks. The proposed scheme reduces block processing in sev-
eral ways. One of them is by using the Harris detector (considered
a good point detector, resistant to compression, filtering and geo-
metric attacks [34]) to select the domain blocks; another way to
reduce block processing is by limiting the blocks search due to the
use of LSR. Moreover, to reduce watermarked image distortion, the
Bas embedding algorithm was modified, and to improve the ro-
bustness the watermark is embedded redundantly.

The embedding and extraction/detection processes of the pro-
posed scheme are presented next.

4.1. Watermark embedding process

The embedding process of the watermark is carried out in two
stages:

1. Selection of k embedding regions RIk , in which the watermark
M will be embedded.

2. Insertion of the watermark M in an embedding region RIk , this
is:

{RI1,RI2, . . . ,RIk} ∈ I

A watermark of Mn length will be hidden in each embedding re-
gion RIi

M = m1m2m3 . . .mMn with mi ∈ {0,1}
The redundancy of the watermark is defined by k.

The selection of k embedding regions RIk is described as fol-
lows:

1. Selection of characteristic points. The image I p is created by
detecting the characteristic points of image I .

2. Selection of an embedding region. Select the point Pmax of
greater magnitude of I p . The position of point Pmax indicates the
center of the embedding region RIi of NB × NB size, being NB the
number of non-overlapping blocks Bi of n × n pixels each.

3. Search for other embedding regions. Search in I p for another
possible embedding region RIi+1 .

The embedding process of the watermark M in an embedding re-
gion RIi is performed as follows:

1. Partition of the embedding region. The embedding region RIi is
divided into NB × NB non-overlapping blocks B of n × n size.
2. Selection of domain block set. The domain block set D is built
in two steps: detection and quantization. The cardinality of the do-
main block set is |D| = Mn.
(a) Detection of domain blocks. The image RIp is created by

detecting the characteristic points in RIi . Then the partition
of image RIp in NB × NB blocks Bi is performed with i =
{1,2, . . . , (NB)2} of n × n size. The set of domain blocks D ′ ∈ B
is built with the selection of blocks Bi with characteristic points.

(b) Decimation of domain blocks. The set of domain blocks D ′ is
decimated by eliminating blocks that are alike, forming the set
of domain blocks D ⊆ D ′ .

3. Selection of range block set. For every domain block Di ∈ D, an
LSR of size NLSR ×NLSR that does not overlap blocks Bi is built. In this
LSR a range block Ri will be detected and bit i of the watermark will
be embedded. The block Bi that resembles more the domain block
Di is called range block Ri . Then, each range block R ∈ LSR will be
modified using Eq. (4) to generate a modified block R̂. The embed-
ding equation is:

R̂ = δ · S ·
(

Di − D̄i

max(Di − D̄i)

)
+ R̄ (4)

where R̄ is the mean of R ∈ LSR, D̄i is the mean of Di , max(x) is
the maximum value of x, the magnitude of the watermark is S =
2 ∗ DevStd(R), where DevStd is the operation of standard deviation
and

δ =
{+1 if a bit ‘1’ is embedded

−1 if a bit ‘0’ is embedded

4. Watermark embedding. Given the range block set R, the next step
is the watermark embedding. Each range block Ri ∈ R is replaced
by R̂i . The position of this block is stored in an indexes vector that
will be used later on during the detection process.

The watermark embedding process is performed for every em-
bedding region RIi . The number of regions depends on the image
characteristics, for example, non-homogeneous images will have a
high number of characteristic points and thus the number of RI
will be high. And this is directly related to the embedding capacity
and robustness of the scheme.

4.2. Watermark extraction and detection processes

The extraction process is similar to the watermark embedding
process, it is performed in two stages: (1) selection of embedding
regions, and (2) extraction and detection of the watermark from
each region. With the detected and extracted watermarks from
each region, a procedure to determine the magnitude of the final
extracted watermark of the system is performed next.
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The selection of the embedding regions RI is performed as in
the embedding process, considering same conditions as NB , n val-
ues and restrictions for the Harris detector.

The extraction process from an embedding region RI requires
the magnitude of n and NLSR , and restrictions for the Harris de-
tector. The detection process requires the indexes of the selected
range blocks from the embedding process to determine the exis-
tence of every bit.

After RI selection, the processes of extracting and detecting the
watermark are performed as follows:

1. Partition of the embedding region. Embedding region RI is di-
vided into NB × NB non-overlapping blocks of size n × n.

2. Selection of the domain block set. Domain block set D is formed
in two steps: detection and quantization.

3. Selection of the range block set. For each domain block Di of D,
a LSR of size NLSR × NLSR non-overlapping blocks Bi is built, where a
range block Ri will be searched. Each one of the range blocks R ∈ LSR
will be modified through Eq. (4) with δ = +1 and δ = −1. Then
a modified block R̂, which resembles more to the generated range
block R, will be selected. The position of the selected block R̂ indi-
cates the position of the range block Ri where a bit was embedded.

4. Watermark extraction. Given the range block set R, the next step
is watermark extraction. This process is performed by taking into
account the sign of δ for each selected range block. If δ = +1, a bit 1
is extracted; if δ = −1, a bit 0 is extracted. The watermark is formed
with M = m1m2m3 . . .mMn .

5. Watermark detection. Each bit of the watermark will be verified.
It is necessary to know the position of the range block where the
bit was extracted from. This position is searched in the index vector
for the range block generated in the embedding process. A position
found indicates a bit correctly detected.

The extracted watermark of every RIi is built with the detected
bits, non-detected bits and possibly false positive bits (as in all
watermarking schemes). Considering all of these possibilities, it is
necessary a bit selection to form a final extracted watermark of all
RI. For the selection of a bit i the next steps are followed:

1. The magnitude of the i-th watermark bit is taken from the
magnitude of the bit with higher percentage of appearances in
the extracted watermarks of the RI.

2. If the percentage of appearances for both bits is the same, in
other words, if the number of bits 1 and the number of bits 0
is equal, an average of ERMSE errors (RMSE error of each range
block R with modified block R̂ where the bit was extracted)
of each bits set is computed. The magnitude of the i-th bit is
taken from the set with lower average error. For example, if
the error of bits 0 is lower, then the i-th bit will have magni-
tude 0.

5. Obtained results

Fig. 13 shows the images that were used to carry out the exper-
iments; such images are commonly used as test benches for image
processing, specially Lenna and Baboon images. The size of the im-
ages is 512 × 512 pixels in gray scale with 8 bits depth.

For each experiment, distortion and robustness are measured in
terms of PSNR (Peak Signal to Noise Ratio) and BCR, respectively.
The higher the PSNR the lower the distortions introduced by the
scheme. PSNR measures above 38 dB are acceptable [35].

5.1. The behavior of the scheme

The behavior of the scheme depends on the modification of
three main parameters:
(a) (b)

(c) (d)

(e)

Fig. 13. Test images for experiments carried out.

1. The size of the blocks. The size of the blocks equals n × n pixels.
2. The size of the local search region. The size of the LSR is NLSR ×

NLSR blocks.
3. The size of embedding region. The size of RI is NB × NB blocks.

Each one affects the other two. After an analysis of the behav-
ior of the scheme by modifying each one of the three parameters
mentioned, it can be concluded that the scheme achieves the best
results with: blocks of size 4 × 4 pixels, LSR of size 19 × 19 blocks
and RI of size 29×29 blocks. Fig. 14 shows a graphic of the scheme
behavior with respect to the size of the watermark. The watermark
used was of the form (01)∗ . The scheme detects completely small
watermarks of 34 bits.

As mentioned before, the proposed scheme utilizes a key to
detect the watermark. The next test shows the behavior of the
scheme in the absence of the key. The size of the key increases
with the NB size and with the watermark size. Fig. 15 shows that
the detection stage is a process that slightly increases the BCR of
the scheme (can be unused).

It is worth to mention that the capacity of the scheme depends
on the number of detected domain blocks, in other words, the
capacity depends on the characteristics of the image. In homoge-
neous images, capacity is lower than in non-homogeneous images
because in homogeneous images there are a lot of similar regions.
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(a)

(b)

Fig. 14. (a) Mark size versus PSNR and (b) Mark size versus BCR.

This scheme uses a domain block detection stage that eliminates
the similar blocks.

The more homogeneous the images the lower the number of
embedding regions detected and thus the lower the redundancy.
So, the possibility of losing a bit from the mark is higher. The op-
posed is also true. There is always a possibility, no matter how
small it is, of losing a watermark bit. In the experiments carried
out the watermark was recovered completely, not so after the at-
tacks.

The robustness of the proposed scheme was evaluated using
the Stirmark benchmark [36,37], a tool for robustness testing of
image watermarking algorithms that introduces random bilinear
geometric distortions to de-synchronise watermarking algorithms.
The distortions have little effect on the perceptual quality of im-
ages, but are known to render most watermarks undetectable [3].
The results of the proposed scheme against Stirmark are shown in
Table 1. It can be seen that the scheme is robust against some of
the Stirmark attacks. As the severity of the attacks increases, the
scheme losses robustness, but also, the image becomes completely
distorted.

5.2. Comparison with other schemes

The improvements achieved by the proposed scheme, compared
with Bas’s scheme, reduce the perceptual impact on the water-
marked image and increase robustness against JPEG attacks. These
(a)

(b)

Fig. 15. Behaviour of the scheme in the absence of the key. (a) Mark size versus
PSNR and (b) Mark size versus BCR.

Table 1
Performance of the proposed scheme against Stirmark tests.

Test BCR (%) Test BCR (%)

PSNR 0 98.176 ROTSCALE −2 45.294
PSNR 10 85.294 ROTSCALE −1 52.353
PSNR 20 80 ROTSCALE −0.75 56.471
PSNR 30 80 ROTSCALE −0.5 74.118
PSNR 40 74.706 ROTSCALE −0.25 81.176
PSNR 50 65.176 ROTSCALE 0.25 84.118
PSNR 60 65.176 ROTSCALE 0.5 78.824
PSNR 70 64.059 ROTSCALE 0.75 55.882
PSNR 80 63.529 ROTSCALE 1 51.765
PSNR 90 63.529 ROTSCALE 2 50
PSNR 100 57.647 MEDIAN 3 67.059
NOISE 0 81.176 MEDIAN 5 56.471
NOISE 20 45.882 MEDIAN 7 47.647
NOISE 40 40.588 MEDIAN 9 50.588
NOISE 60 18.824 LATESTRNDDIST 0.95 50
NOISE 80 12.824 LATESTRNDDIST 1 49.412
CONV 1 50 LATESTRNDDIST 1.05 53.529
CONV 2 49.412 LATESTRNDDIST 1.1 47.059

improvements are measured experimentally. Fig. 16 shows the per-
formance against JPEG attack that the scheme achieves for a 34
bits watermark, range and domain blocks of 8 × 8 size and image
size of 512×512 pixels. It can be observed that also the robustness
is improved compared with Bas’s scheme. Moreover, the distortion
generated in the watermarked medium is lower due to the new
embedding equation (4). Experimental results show the improve-
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Fig. 16. JPEG comparison between the proposed scheme and the scheme of Patrick
Bas.

Table 2
Comparison between the distortion generated in the watermarked blocks with the
range blocks.

Block size Block distortion (PSNR)

Proposed scheme Bas scheme

4 × 4 4.92 dB 7.81 dB
8 × 8 6.47 dB 14.30 dB

ment after using the new embedding equation, this is shown in
terms of PSNR in Table 2. For this experiment 1156 range blocks
R were compared with the corresponding watermarked block R̂
calculated using the proposed embedding equation (4) and the
Bas embedding equation (3). It can be observed that the pro-
posed scheme causes less distortion than Bas’s scheme in all cases.
This reduction is due to the use of the new normalized version
of Di . In the proposed scheme the normalized version of Di is

calculated as Di−D̄i
max(Di−D̄i)

while in Bas’s scheme it is calculated as
Di

max(Di)
. The success of this improvement is due to the fact that the

mean subtracted from D does not causes distortion in the normal-
ized version (proposed scheme), since the mean represents a DC
component that is not included when generating a watermarked
block R̂ .

Figs. 17, 18, 19, 20, 22 and 23 show the comparisons of the
proposed scheme against the schemes of Puate [11], Guanhua [13],
Gulati [25], Pi [15], Yang [21] and Kiani [19], respectively, for JPEG
attacks under the same conditions (same images, watermark sizes,
block sizes). In Zhen Yao work [14] only results after embedding
8 bits are reported due to its high computational cost, so, to make
a fair comparison the proposed scheme was also tested hiding only
8 bits, Fig. 15 shows that the proposed scheme can detect 8 bits
without BCR loss. The comparison of the proposed scheme against
the scheme of El-Khamy [17] for different noise types is shown in
Table 3. The BCR of the proposed scheme is similar to El-Khamy’s
scheme despite the proposed scheme only embeds the watermark
in a single RI. The watermark size is 176 bits.

In comparison to the scheme of Guanhua [13], the proposed
scheme works better for higher JPEG quality factor. However, these
results do not show the total capacity of the proposed scheme.
The main contribution of this scheme is a decrease in the distor-
tion generated by watermark embedding in the carrier image, as
shown in Table 4. Here, the distortion generated by the proposed
scheme is significantly lower than the schemes of Guanhua, Puate,
Fig. 17. JPEG comparison between the proposed scheme and the scheme of Puate.
Blocks size of 4 × 4 pixels.

Fig. 18. JPEG comparison between the proposed scheme and the scheme of Guan-
hua. Blocks size of 4 × 4 pixels.

Fig. 19. JPEG comparison between the proposed scheme and the scheme of Gulati.
Blocks size of 4 × 4 pixels.
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Fig. 20. JPEG comparison between the proposed scheme and the scheme of Pi.
Blocks size of 4 × 4 pixels.

(a)

(b)

Fig. 21. Block artifacts generated by: (a) The proposed scheme. (b) The scheme of
Patrick Bas.

Fig. 22. JPEG comparison between the proposed scheme and the scheme of Yang.
Blocks size of 8 × 8 pixels.

Fig. 23. JPEG comparison between the proposed scheme and the scheme of Kiani.
Blocks size of 8 × 8 pixels.

Table 3
Comparison of BCR between the proposed scheme and the scheme of El-Khamy for

different noise types.

Noise type Variance BCR

Proposed scheme El-Khamy scheme

Gaussian 0.01 76.76 71.6
0.05 64.23 68.75
1 57.05 49.44

Salt and pepper 0.1 68.29 72.73
0.5 57.64 56.82
1 51.76 45.46

Table 4
Comparison between the distortion generated by the proposed scheme and the dis-
tortion generated by other schemes.

Other schemes Proposed scheme
distortion

Watermark size

Scheme Distortion

Puate et al. 31.5 dB (PSNR) 55.76 dB (PSNR) 32 bits
Guanhua et al. 30.05 dB (PSNR) 55.76 dB (PSNR) 32 bits
Zhen 32.87 dB (PSNR) 62.01 dB (PSNR) 8 bits
Gulati-II 52.81 dB (SNR) 53.66 dB (SNR) 49 bits
Gulati-III 52.81 dB (SNR) 53.66 dB (SNR) 49 bits
Bas et al. 39.75 dB (PSNR) 52.98 dB (PSNR) 34 bits
Pi et al. 45.53 dB (PSNR) 52.98 dB (PSNR) 16 384

(m-sequence size)

Zhen and Bas. In comparison with Gulati’s scheme, the distortion
generated by the proposed scheme is lower by almost 1.5 dB.
In comparison with the scheme of Pi the distortion generated is
nearly 8 dB, this is due to this scheme modifies the mean of all
range blocks, used in the fractal codification, with a m-sequence,
this watermark does not represent bits because the scheme is ori-
ented to detection, i.e. it verifies the watermark existence. More-
over, it embeds the watermark using the fractal codification that
is a very slow codification and depends on a high watermark size
to guarantee the detection, furthermore, to detect the watermark
it requires the mean of the range blocks codified in the embedding
process. In comparison with the scheme of Bas the block artifacts
are eliminated, thanks to the improvements in the embedding pro-
cess, as it can be seen in Fig. 21. For the comparisons against JPEG
and noise, images of 256 × 256 pixels were used, except for the
schemes of Bas and Pi, where images of 512 × 512 pixels were
used.

Finally, Figs. 22 and 23 show comparisons of the proposed
scheme against the schemes of Yang [21] and Kiani [19]. As it
can be observed, the proposed scheme performs better than these
schemes against JPEG attack regardless the JPEG quality factor, ex-
cept for a quality factor of 75% when the improvement of the
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scheme of Kiani is 0.06 in BCR. In Fig. 22 the JPEG quality fac-
tors considered are 100, 80, 60 and 40% and in Fig. 23 are 100, 75
and 50%.

6. Conclusions

This article proposed a watermarking scheme that owes its suc-
cess to the adjustment of the watermark magnitude factor S to
the standard deviation of the range block R . This improves the im-
perceptibility of the watermark avoiding block artifacts. Moreover,
this scheme hides the watermark in different regions of the image,
which increases robustness and does not affect imperceptibility of
the embedded watermark. Also, we can conclude that local search
regions assure a better correspondence between blocks, which di-
minishes perceptibility of the embedded watermark and increases
BCR of the scheme. In addition, limiting the search of blocks in
a determined area, increases embedding and extraction processes
speed.

A disadvantage of the utilization of embedding regions is that
the scheme may lose synchronization of the regions in a geomet-
ric attack, an adaptive disposition of blocks can be used to reach
robustness against them. In [38] the utilization of triangular pat-
terns in watermarking is proposed. A further improvement against
JPEG attacks may be gained by the use of similarities in the DCT
coefficients.
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