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Abstract. This paper presents a hand-shape biometric system based on a novel feature extraction 

methodology using the morphological pattern spectrum or pecstrum. Identification experiments 

were carried out using the obtained feature vectors as an input to some recognition systems using 

neural networks and support vector machine (SVM) techniques, obtaining in average an 

identification of 98.5%. The verification case was analyzed through an Euclidean distance 

classifier, obtaining the acceptance rate (FAR) and false rejection rate (FRR) of the system for 

some K-fold cross validation experiments. In average, an Equal Error Rate of 2.85 % was 

obtained. The invariance to rotation and position properties of the pecstrum allow the system to 

avoid a fixed hand position using pegs, as is the case in other reported systems. The results 

indicate that the pattern spectrum represents a good alternative of feature extraction for biometric 

applications. 
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1.  Introduction 

Biometric systems for automated personal identification and verification have received 

extensive attention in the last years. These systems aim to provide automatic recognition of an 

individual based on some physiological characteristics unique to each person.  Biometric 

systems are based on various modalities such as fingerprints, iris, voice, face, ear shape, hand 

shape, palm prints, or dynamical features like gait, on-line signature verification, and others 

(Jain, 2008).
 
A biometric system can be operated in two modes: verification or identification. In 

verification mode, the system authenticates the person on the basis of his/her claimed identity. 

On the other hand, in identification mode, the system establishes the person´s identity among 

those enrolled in a database, without the subjects having to claim their identity. Fig. 1 sketches 

the three main phases of a general biometric system: data acquisition and preprocessing, feature 

extraction, and classification.  

 

 

Fig. 1 General process of biometric verification/identification. 

 

Strength and weakness of each modality, according to the required biometric application, have 

been widely reported in the literature. Among these modalities, hand shape recognition has 

received significant attention due in part to its convenience in setup complexity, and its 



 

 

 

psychological acceptance as a non invasive method, since it does not produce anxiety in the user 

like other techniques. Hand-based biometric systems, however, are usually employed in small to 

medium scale person verification applications due to the fact that geometric features of the hand 

are not as distinctive as fingerprint or iris features (Yoruk et al., 2006; Amayeh et al., 2006).
 
In 

the last years some commercial systems have been developed, and new algorithms are being 

proposed. Many hand-based biometric techniques use geometric features such as finger and 

palm heights, finger widths, aspect ratio of the palm to fingers (Su, 2008; Fouquier et al., 2007; 

Bulatov et al., 2004), palm print information, palm contour or a combination of palm print 

features and geometric measurements (Kumar et al., 2006; Yoruk et al., 2006). Several 

mathematical approaches for feature extraction have been proposed, such as Hausdorff distance 

(Yoruk et al., 2006), B-spline curves (Liang et al., 2004), geometric implicit polynomials (Oden 

et al., 2003), or high order Zernike moments (Amayeh et al., 2006). In this paper, we use the 

morphological operator pecstrum, previously reported from our research group as a novel feature 

extractor for a shape-based hand recognition system (Ramirez-Cortes et al., 2009). We extend 

the previous work by incorporating the feature extraction methodology into some classifiers, 

which conforms a whole biometric system. For that purpose, a neural network with a structure of 

a feedforward multilayer perceptron, a support vector machine (SVM) classifier, and a 

distance-based classifiers, were selected for comparison purposes. The system operates on two 

dimensional binary hand silhouette images, obtained by placing the hand on a commercial 

flatbed scanner, inside of a predefined square. The properties of invariance to rotation and 

position of the pattern spectrum, provide flexibility to the system by allowing the user to pose 

naturally the hand without additional constraints. This is an advantage over some reported 

systems, where a fixed hand position using pegs is required. The only setup additional to the 

flatbed scanner was the use of additional lighting located at the frontal side and under the arm of 

the subject. This setup allowed the scanner to get rid of the wrist, which does not provide 



 

 

 

additional information in relevance to the recognition process. The rest of the paper is organized 

as follows. In section 2, we briefly describe background concepts on the morphological pattern 

spectrum, as well as a short review on some reported applications. Section 3 presents the model 

of our feature extraction scheme based on the pattern spectrum from the images in the database, 

as well as a statistical analysis of the obtained data. In section 4, we describe the selected 

classification methods using neural networks and SVM. Finally, results and concluding remark 

are presented in sections 5 and 6, respectively. 

 

2. The Morphological Pattern Spectrum as a Feature Extractor. 

 

Morphological image processing is a nonlinear theory and technique to quantitatively describe 

operations effective for the shape of objects in an image (Ledda et al., 2005; Lefebre, 2009).
 
The 

morphological operators are described by combinations of a basic set of numerical 

manipulations between an image A and a small object B, called a structuring element, which can 

be seen as a probe that scans the image and modifies it according to some specified rule. The 

shape and size of B, typically much smaller than the image A, together with the specific rule, 

define the characteristics of the performed process. An interesting morphological operator is the 

pattern spectrum or pecstrum. This operator decomposes the target image in morphological 

components according to the shape and size of the structuring element, providing a quantitative 

analysis of the morphological content of the image (Ledda et al., 2005). 

Pecstrum was originally developed and reported by Maragos (1989), and Pitas (1990). 

Although it presents excellent properties as a shape extractor, with invariance to translation and 

rotation, pecstrum has not been extensively used, probably because it results computationally 

intensive in some applications, however, the available current hardware solutions easily 

overcome this disadvantage.  The pattern spectrum has been used in the last years with several 



 

 

 

purposes: Analysis of partial discharges in high voltage systems (Yun-Peng et al., 2005), texture 

analysis in several applications, such as images of debris particles in polymers and composite 

materials (Ghosh, 2006; Ledda et al., 2004),
 
lip recognition (Omata et al., 2001), and cytology of 

bone marrow images for the counting of white blood cells based on morphological 

granulometries (Theera-Umphon and Dhompongsa, 2007).
 
In this work, we use the pattern 

spectrum as a novel feature extractor for obtaining quantitative information regarding the hand 

shape, as the input for a biometric system. To the best of our knowledge, pattern spectrum has 

not been used previously as a feature extractor in hand-shape biometrics applications. 

Binary-image mathematical morphology is based on two fundamental operators extensively 

presented in the literature as dilation, and erosion. Theoretical background on these operations 

can be found elsewhere; see for instance (Lefebre, 2009). The backbone of the pattern spectrum 

is the opening morphological filter, which is defined as an operation formed by the serial 

application of an erosion and a dilation using the same structuring element. The opening filter is 

expressed as: 

        BBABA  )(      ,                                                                      (1)    

where A represents a binary image, and B is the structuring element. In the opening operator the 

dilation tries to undo the erosion operation, however, some details closely related to the shape 

and size of the structuring element will vanish. Furthermore, an object disappearing as 

consequence of the erosion can not be recovered. In a pattern spectrum the progressive vanishing 

of the image is numerically captured by measuring the differences in area in each step. Formally, 

the pattern spectrum of a compact binary image 2RA , relative to a convex binary pattern

2RB  , is defined as the differential size distribution function: 
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where M represents the area measured in the intermediate operations, and nB  is the n-times 

dilated structuring element. The discrete form of the pattern spectrum is given by: 
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The pecstrum has the property of invariance to translation and rotation when B is an isotropic 

structuring element. Scale is determined by the size of the structuring element.  

 

3. Experimental Setup; Acquisition, Preprocessing, and Feature Extraction. 
 

 

The images were acquired from the right hand of the subjects using a flatbed scanner in an 

unconstrained pose at 50 dpi, and reduced to a size of 256X256 pixels. The subjects were asked 

to stretch naturally their hand, and place it inside a square drawn on the scanner without 

additional restrictions.  A setup with lateral underlight illumination located under the arm of the 

subject, was used in order to automatically get rid of the area corresponding to the wrist. The 

images obtained are shown in Fig. 2. In previous works the hand segmentation has been 

accomplished through several approaches: In (Amayeh et al., 2006) the palm is detected by 

finding the largest circle inscribed in the hand arm silhouette using morphological operators. 

Then, the intersection of the forearm with the boundary of the circle is used to limit the form of 

the palm-shape. Fouquier et al., (2008) performed the hand-shape segmentation by drawing a 

wrist line based on geometrical considerations and ad hoc criteria related to the measurement of 

the largest palm width. In Yoruk et al., (2006) two approaches to synthesize a wrist boundary 

were used: The first approach was a curve completion algorithm called the Euler spiral, which 

furnishes a natural completion of the hand-shape contour in the wrist part. Their second approach 

was just a guillotine cut of the hand-shape at the same latitudes determined by some specific 

points. In this work we used a setup with lateral underlight illumination, which provided a simple 

and automatic segmentation. Once the image was acquired, The palm shape was segmented by 

simple binarization and contrast inversion, with a gray level thresholding method using an 



 

 

 

experimentally determined threshold of 150, without additional processing. Fig. 3 shows the 

pecstrum-based feature vectors obtained from four hand-shape images corresponding to the 

same subject, while Fig. 4 shows the feature vectors obtained from four different subjects.  As 

can be seen, although the basic structure of the pecstrum-based feature vectors is the same in 

both cases, there are differences in the values of P(n) which allow the system to distinguish 

between different subjects. The maximum vector length obtained was n=25, which corresponds 

to the last iteration in which the image vanishes. In a typically obtained hand-shape pattern 

spectrum, the central values reflected the morphological constitution of the fingers, while the last 

values provided information regarding the central palm shape. The execution time of erosion and 

dilation increases exponentially with the size of the structuring element. Furthermore, it was 

found that no additional information about the hand-shape was obtained in the last stages, due to 

the tendency of the central part of the hand to approximate a round form. Computation of the 

pecstrum was optimized by doubling the step size of the structuring element in the last stages 

when half the area of the hand shape is surpassed.  

 

     

(a)                                 (b) 

Fig. 2  Feature extraction. (a) Gray scale captured image. (b) Binary segmented image. 



 

 

 

 

Fig. 3 Pattern spectrum feature vectors corresponding to four samples from the same subject. 

 

Fig. 4 Pattern spectrum feature vectors corresponding to four samples from different subjects. 
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A group of 400 images of the right hand, 10 samples from each subject, for 40 subjects, was 

collected. In order to get information about the vector data spreading in an n-dimensional space, 

a basic statistic analysis was performed using the Euclidean distance. The results obtained are 

shown in Table I. Fig. 5 shows as an example, the Euclidean distances obtained from the first 

sample to the rest of the samples in the constructed database. 

 

Table I. Statistical information on the collected data. 

Maximum Euclidean distance between samples 0.79890 

Average distance between mean classes 0.46966 

Average mean distance within samples in each group 0.04456 

Average standard deviation within samples in each group 0.01232 
 

 

 

 
 

Fig. 5 Euclidean distance from the first sample to the rest of the feature vectors in the database. 

 

The samples within each group included hand-shapes images with natural finger variations in the 

position between samples. According to the obtained results, the pattern spectrum is able to 
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tolerate finger displacements, and to extract a good representation of the morphological 

constitution of the hand shape.  Fig. 6 shows the normalized histograms of the Euclidean 

distances for intra and interclass sets in the constructed database. 

                                        

 

Fig. 6 Distribution of inter and intra-class Euclidean distances. 

 

4. Classification. 

 

The novel described feature extraction method based on the pattern spectrum was used to 

implement the first two blocks described in figure 1. The classification stage was implemented 

using an Euclidean distance classifier, and two selected soft-computing approaches: A 

multilayer perceptron neural network, and a Support Vector Machine (SVM) algorithm. These 

techniques are briefly described as follows: 

 

4.1 Neural network. A feed forward single-layer perceptron trained with the 

Levenberg-Marquardt back propagation algorithm (Demuth, 2001), was used in this work. The 



 

 

 

backpropagation algorithm used in the training of multilayer perceptrons, is formulated as a non 

linear least-squares problem. Essentially, the Levenberg-Marquardt algorithm is a least-squares 

estimation method based on the maximum neighborhood idea. Let E(w) be an objective error 

function made up of m individual error terms 2

ie (w) as follows:  

2

1

2 )()()( 



m

i

i wfwewE       ,                      (4) 

where    

22 )()( idii yywe  ,                           (5) 

diy
 
is the desired value of output neuron i, and iy  is the actual output of that neuron. It is 

assumed that function )(f and its Jacobian J are known at point w . The aim of the 

Levenberg-Marquardt algorithm is to compute the weight vector w such as )(wE is minimum.  

In each iteration the weight vector is updated according to eq. (6): 
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kJ is the Jacobian of f evaluated at kw ,  is the Marquardt parameter, and I is the identity matrix.  

 

4.2 Support vector machines (SVM). Briefly, SVM is described as a statistical learning method 

based on a structural risk minimization procedure (Cristianini et al., 2002).
 
The basic concept of 

the algorithm is a mapping of the input space into a higher dimensional feature space. Mapping 

can be done either linearly or non-linearly, according to the used kernel function. In the new 

feature space, the SVM constructs separating hyperplanes that are optimal in the sense that the 

classes are separated with the largest margin and minimum classification error. The optimal 



 

 

 

hyperplane can be written as a combination of a few feature points, which are called the support 

vectors of the optimal hyper plane. Classification of the test sample x is performed by: 



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iii xsKyy
1

),(sgn  ,                                            (8) 

where N is the number of training samples, iy is the class label,    is the Lagrangian multiplier, 

the elements xi for which    >0 are the support vectors, and K(si,x) is the function kernel. In this 

work a Gaussian radial basis was used.  

4.3 Minimum Euclidean distance classifier. The Euclidean distance is a well known metric 

extensively used in several classification methodologies. The Euclidean distance between two 

n-dimensional vectors x,y, is defined as:  
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,    ,                            (9) 

where x is the sample feature vector, and y is the template feature vector. The object under test is 

assigned to the nearest prototype among the N classes, using the minimum-Euclidean-distance 

criteria, where each prototype is obtained as the mean vector of the M samples in each class. In 

this work N=40, M=10. 

 

5. Results 

In a biometric system, performance is usually evaluated in two cases: verification and 

identification. In the ‘verification’ case the system is expected to check the user claimed identity 

providing a binary answer in the form of ‘accepted’ or ‘rejected’. In the ‘identification’ case the 

system is expected to identify who the user is, from a collection of classes stored in a database. 

5.1  Experiments on ‘verification’ 

The described feature extraction methodology was tested for the ‘verification’ case with the 

400 samples database using an Euclidean distance-based classification algorithm. A two-fold 



 

 

 

cross validation was carried out by dividing the database in two groups, with 5 samples per 

subject en each group. The first group was used as enrollment template, while the second group 

was used for the authentication process. The experiment was repeated 10 times, selecting 

randomly in each case the enrollment template. The performance was evaluated through the 

False Acceptance Rate (FAR) and False Rejection Rate (FRR), defined as follows: 

 

             
accessesofNumber

rejectionsfalseofNumber
FRR                          (10) 

           
accessesofNumber

sacceptancefalseofNumber
FAR                          (11) 

 

     In a biometric system, FRR and FAR present a tradeoff controlled by a decision threshold 

(DTH). This threshold represents the Euclidean distance which gives the separation point 

between matching and non-matching accesses. The Equal Error Rate (EER) is defined as the 

point in which FRR and FAR exhibit the same value. Table II shows the obtained average FAR 

and FRR results for different DTH values for the total population in the database. The system 

performance is usually expressed through a Receiver Operation Characteristic plot (ROC), 

which represents the operating points of the system. Fig. 7 shows the average ROC curve 

obtained in this experiment. An Equal Error Rate (EER) of 0.0285 was obtained at a decision 

threshold of DTH =0.0675.  

 



 

 

 

 

Fig. 7 Average Receiver Operation Characteristic curve (ROC) 

 

Table II. Average FRR and FAR in percentage values. 

Euclidean 

Distance 

Threshold  

DTH 

FRR FAR 

0.035 29.20 % 0 

0.045 15.00 % 0.27 % 

0.060 3.90 % 1.29 % 

0.0675 2.85 %  2.85 %  

0.075 1.20 % 3.86 % 

0.095 0.20 % 10.2 % 

0.105 0 14.5 % 

 

5.2  Experiments on ‘identification’ 

For the identification experiments the following supervised classifiers were tested:  

The network architecture used in this work was composed of 25 input nodes, a hidden layer of 

25 nodes, and 20 output nodes. All neurons used a sigmoid as an activation function. 

Convergence of the Levenberg-Marquardt algorithm is very fast. Fig. 8 shows an example of a 



 

 

 

typical training session with the hand-shape database constructed using the described feature 

extraction. In this example the network was trained after 20 epochs. 

 

Fig. 8 An example on training performance. 

 

 

A two-fold cross validation scheme was followed in the three recognition methods, using half 

of the samples for training and the other half of the samples for generalization. The experiments 

were repeated ten times, selecting both groups randomly in each case. Table III shows the 

average verification and identification rates obtained with the recognition systems previously 

described. These results are very competitive when they are compared with systems reported in 

the literature, although a direct comparison is not possible due to the differences in database size, 

number of samples, and image acquisition.  

 

 

 



 

 

 

Table III. Comparison of verification and identification performance in this work with several 

reported methods. 

 

Reference Number 

of  

subjects 

Number 

of 

samples  

per 

subject 

Features     Classification  

approach 

Performance 

Verification Identification 

Wong et. 

al., 2002 

22 12  Geometric features 

and fingertip regions  

Gaussian mixtures 

models (GMM) 

FAR=0.022 

FRR=0.1111 
96 % 

Ribaric et 

al., 2003 

130 5 Geometric features Euclidean 

distance 

FAR=0.153 

FRR=0.13 
- 

Oden et 

al., 2003 
  Geometric features 

and implicit 

polynomials 

Mahalanobis 

distance 

FAR=0.01 98 % with 

PCA 

99 % whole 

feature 

vector 

Liang et 

al., 2004 

 

20 6 B-spline curves, 

thumb-length and 

palm-width 

Minimum 

distance between 

a point and a 

B-spline curve 

EER=0.05 97 % 

Bulatov 

et. al., 

2004 

 

70 10 30 geometric features Nearest Box and 

Euclidean Ball 

FAR=0.01 

FRR0.03 
94 % 

Xiong et. 

al., 2005 

108 5 Geometric features. 

Width of fingers at 

several points 

Distance between 

width feature 

vectors 

EER up to 

0.0241  
97.48 % 

Amayeh 

et. al., 

2006 

40 10 Zernike moments Euclidean 

distance 

FAR=0.01 

FRR=0.0242 

EER=0.0164 

 

- 

Kumar et. 

al., 2006 

 

100 10 Geometric features 

and hand area 

Normalized 

Correlation 

FRR=0.0834 

when 

FAR=0.01 

 

- 

Fouquier 

et. al., 

2007 

750 3/6 Finger geometry 

measurements 

Symmetric 

Kullback-Leibler 

distance 

EER=0.0421 88.92 % 

with 750 

93.54 % 

with 100 

 

 

This work 

 

 

 

40 

 

 

 

10 

 

 

 

Morphological 

Pattern Spectrum 

 

Euclidean 

distance 

FRR=0.052 

when 

FAR=0.01 

EER=0.0285 

 

- 

Neural Network 

(NN), Support 

Vector Machine 

(SVM) 

 

 

- 

NN: 98.5% 

SVM: 99 % 

 

 

 



 

 

 

6. Conclusions 

A hand-shape biometric system using some soft computing techniques, such as neural 

networks and support vector machines, and a novel feature extraction based on the 

morphological pattern spectrum has been presented. A comparison with results obtained from 

different feature extraction methods reported in the literature shows a very competitive 

performance. The properties of invariance to rotation and position of the pattern spectrum allow 

the user to pose naturally the hand without additional constraints, in contrast to other reported 

methods which might require a peg-based fixed position of the hand. The results obtained in 

average are an EER=0.0285 for verification, 98.5% for identification using a multilayer 

perceptron, and 99% with a SVM algorithm used in identification mode, as well. The 

Levenberg-Marquardt back propagation algorithm provided an accurate and fast training 

process, reaching the trained point after 24 epochs in average. The best identification rate was 

obtained through the SVM algorithm. The obtained results indicate in general that the pattern 

spectrum represents a good choice of feature extraction methodology for low and medium scale 

applications. Furthermore, the method could be enhanced by incorporating additional 

information, such as palm print features in a data integration manner. An FPGA implementation 

of the system is currently in construction in our research group, aiming to the implementation of 

a prototype for real-time applications. 
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