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Preface

The 2013 Mexican Conference on Pattern Recognition (MCPR 2013) was the fifth event in the
series. The conference was jointly organized between the National Polytechnic Institute (IPN}
and the Computer Science Department of the National Institute for Astrophysics Optics and

Electronics (INAOE) of Mexico, under the auspices of the Mexican Association for Computer
Vision, Neurocomputing and Robotics (MACVNR), which is affiliated to the International -

Association for Pattern Recognition (IAPR). MCPR series of conferences aims to provide a
forum for the exchange of scientific results, practice, and new knowledge, as weil as, promot-
ifg co-operation among research groups in Pattern Recognition and related areas in Mexico and

the rest of the world.

This year MCPR included a PhD Students' Meeting that allowed discussing their research work
in order to receive feedback from experienced researchers, advices for future directions, learn
from each other, as well as promoting their participation in conference events.

This volume contains orwmal contribufions carefully selected Wh]Ch are derwed from PhD
students' researches related to the area of Pattern Recognition. We cordially thank ali anthors

who submitted their contributions to build this volume as well as the members of the Editorial
- Board and additional reviewers for their effort for evaluating and selécting the papers among

the submlssxons that were received

We hope this volume. from the first MCPR PhD Students’ Meeting will prove useful to the
reader, and hope that the meeting itself will provide a fruitful forum to enrich the collaboration

between students and the broader Pattern Recognition community.

We also want to thank to the generous grants received from SEP, CONACYT COFAA, and
" CONCYTEQ. :

" The subm:ss:on reviewing, and selection process was supported for free by the BasyCha]r Sys-

tem, www.EasyChair.org.

I

José Arturo Olveré—Lépez
Jos¢ Francisco Martinez-Trinidad

- -Jesus Ariel Carrasco-Ochoa
. Joaquin Salas Rodriguez

Gabriella Sanniti di Baja

June 2013 -
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12 Ldzare Bustio-Martinez et al.

as an especial case of data bases except that data flows introduce some restric-
tions. So, the aim of this work is to develop new parallel algorithms than can
perform. the frequent itemsets mining over data streams using reconfigurable
hardware that outperform reported reported results for both software and hard-
ware approaches.
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‘Temporal self-organized meta-learning for predicting
- chaotic time series

Rigoberto Fonseca', Pilar Gémez-Gil'
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Abstract. To predict future values in chaotic systems is difficult but indispens- -
able in several real applications. Over the last years, somie authors have been
.focusing on a meta-learning process of how to combine models to improve pre-
diction accuracy. This research proposal addresses the meta-learning problem -

. of how to combine models using different parts of the prediction horizon. Our
aim is to improve the long-term prediction achieved by the current state of the
art. We propose to split the prediction horizon in three parts: short, mediom and
long term prediction horizens. Next in each horizon, we can extract knowledge

. about what model has the best performance. Thus, we can lmprove the fong-
term predtctlon using different models in each prediction horizon. However, the

. search space increases and poses nontrivial difficulties because the’ models '

" could be- combined in many ineffective ways. To avoid that, we propose the use
of auto-organization. In this paper, we present some preliminary results of our -~ -

~ first idea; combining models in different prediction horizons.

Keywords: meta-learning, time series prediction, chaotic time series, seli- -
organization.

"1 Introduction

Chaotic time series are cataloged as unpredictable, due its high sensibility to initial
conditions [1]. Despite of that, many applications deal with chaotic systems and re-

" ‘quire a reasonable estimation of future values. For this reason, many domains are .

looking for an.improvement of the accuracy_.obtained by current prediction models,
for example in financial applications, load forecasting or wind speed [2]. Neverthe-
less, the problem of predicting multi-step-ahead, based on data captured from the
chaotic system, is still an open problem [2]. Several works have tackled this probiem

‘mainly using statistical models and models based on computational intelligence.

Available forecasting algorithms can be roughly divided into a few groups. ‘Examples

‘of simple algorithms are moving average and single exponential smoothing. Complex
systems, commonily used by statisticians, are based on ARIMA models. Examples of
. models ‘based on computational intelligence include neural networks and support
" vector machines. In addition, models have been used stand-alone or as a combination -

of several strategies [3].



14 Rigoberto Fonseca and Pilar Gomez-Gil

In an effort to find the best predictors, Crone et al. [4] ahalyzed the results obtained
by different models competing in the international forecasting tournament NN3 [5].
From that analysis, they conciuded three important ideas: combinations of models

- obtained the best results; some models have better performance than other models

depending on the number of steps to predict, that is, the size of the prediction hotizon;
data features determine the relative performance of different models,

A very important problem when using a combination strategy is to-decide what
models must be combined and how to combine them. The process used by human
experts starts with inspecting the data. Next, the models are selected and adjusted
according to their experience. High time and money costs of expert’s analysis moti-
vate finding automatic approaches. In the last years, several works have been pub-
lished related to this issue. For example, Lemke and Gabris [6] presented an interest-
ing work using meta-learning. Meta-learning automatically induces a meta-model
from a meta-training set, (data about training data). Given a new predlctlon task, this
meta-model is able to return the best model or combination of models chosen from a

“modet set [7]. The authors extracted features. from around 222 time series. This col-

Jected data is the meta-data used to train an expert system. The authors outperformed
individual methods and combinations of all methods involved in their experiments.

- Other researchers have obtained good results using'self-organization f_or_building
combinations of classifiers on no time-dependent. domains, for example [8] [9]. In- -

spired by these successes, we want to mvestigate how predictor models can cooperate

- in a self-organized way. Besides, we want to include the use of different predlcuon
" horizons in the meta-learning process.

This paper is organized as follows: Section 2 describes the mvolved problem in-
- cluding main concepts associated with this research, research questions, objectives . .
- and main contributions; section 3 describes the proposed methodology to achieve the

objectives. As a starting point, we empirically evaluated if a combination of models in
different prediction horizons could improve the prediction accuracy. We call this
strategy "temporal combination," described in section 4. Section 5 presents an expe-

. riment comparing temporal combination with the most used combination strategy,

known as average of predictions. Finally, section 6 presents some.conclusions.

2 Problem Stafem_ent

21 Mam concepts

For a tlme-senes prediction system a sequence ofn elements sampled from the
- past forms a training series; the sequence of m values to predict is known as'a predic-

tion horizon. The first future value to be estimated is represented by x4, If the esti-

*_mation of this value is calculated usmg d past values, a model F that returns a future

value may be dBSCI‘lbed as:

Xnt1 = F(xn)xn—lr '"r-"_cn--d_) . _. . : (1)

Temporal self-organized meta-learning for predicting chaotic time series 15

A critical factor in predicting time series is to determine the value of d. Chaos
theory contains some interesting ideas for finding suitable values for this regard.

The sequence {X,11, Xptz, s Xnsm) TEpresents a prediction horizon greater than
one, known as multi-step ahead prediction. There are two forms to archive this se-
quence; one is estimating the complete horizon in a single iteration. A second strate-
gy, known as iterative prediction [4] and used in this research, consists of estimating
one value each time, using the previous predicted value for calculating the next pre-
diction.

For many prediction applications, the best results have been achleved combining
different modeis [5]. Diversity among the mermbers of a set of models is deemed to be
a key issue in models combination [}0]. There are many strategies for combining
models. The simple average of predictions is one of the most used, due to its simplici-
ty and good accuracy. In this strategy, each prediction element is the average of all
model's estimations. Let C be the prediction horizon, obtained as the average of pre-
dictions of k models. Then the elements of C are:

1 _ |
o =3x @

. where xg" is the i-prediction, 0 < i < m, thained from the jth-model.

In general, the accuracy of a model comes from comparing their estimation £ with
the corresponding real values over the prediction horizon. There are several metrics
for this error estimation, being the most used the mean square error (MSE) and the -
symmetric mean absolute percentage error (SMAPE) [11], defined as:

MSE = |~ ml(xl——xl) - . 3
= Lym Ri=xl : :
SMAPE =— Fl%@ﬂ{_)mo B k E))

Meta-learning has become an important tool for designing prediction-applications.
Castiello and Fenalli [7] state the following definition of meta-learning; ' _
Let A be a set.of learning algorithms and T' a set of tasks. Let a, (t) be the best al-
gorithm ‘in A applicable to a specific task ¢, for each ¢ € T, and c(t) a characteriza-
tion of the chosen task t. Then a meta-learning. process is an automatlc mechanism

that starting from the meta-data set: g
He(®) aa(@):e € -7} B RO

induces a meta-mode] wh1ch is able to predict, for & new task, the best model in 4.

"‘Consequently, the construction of meta-data set is a.crucial part in the process:of me-_
. ta-learning, The selected features should cluster.the time series correctly ‘That is, to_

group the most similar and separates the most different. RN

A system is self-organized if it acquires a temporary or functional spatlal structure
without specific interference from outside [12]. A good sample of the flexibility and
success.of self-organization are the Self Organizing Maps (SOM), proposed by Teuvo,
Yhonen 131 Thev are a kind of neural network with unsupervised leartine. The:
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training of the SOM uses competitive learning, which starts looking for what is the
neuron most similar to-the example shown, that is, the winner. Then it uses a colla-
borative strategy for updating weights of neurons in the winner’s neighborhood.

22 Research qaestions

We propose to search for answers to the following questions:

1. How can we automatically find the right methods to combine and the right way to-
. combine them, in order to improve multi-step ahead predlctton in a chaotic time se-

ries?
2. How can we extract and exploit the knowledge of the models that work best in dif-
ferent prediction horizons?
_3. How can self-organization of prediction methods i 11nprove the predrchon of a com-
bination of prediction methods? :

2.3 Objectives

- With the aim of answering the research questions, we have the following main ob-

jective in thiis rescarch: fo develop a meta-learning algorithm capable of building, ina

self-organized way, combinations of models eonsrder‘mg d iffererit predzctton horzzons
- on chaotic time series. : S

" The commitment of this research is to obtain a better predlct1on accuracy than the

models presented in the state of the art. We will compare our method mainly with the
~ work of Lemke and Gabris [6] for their good results. Our results are expeeted tobea
statistically significant improvement in prediction accuracy.

- To achieve our general objectwe we have the followmg specific Ob_]eCtIVBS

1. Define general gmdelmes for combining models in different predlctlon horrzons m_ B

- order to improve the multi-step prediction performance.
2. Develop a meta-learning method considering different prediction honzons to tram
_-an expert system builder of combinations of models.
3..Develop. a strategy. for self-organizing models, promotmg col]aboratron among
. them durmg the meta-learning process. . .

The expected contnbutlons of this research are:

_ _1.'A new strategy to combine prediction modeis con51dermg dtfferent predlctton ho-

I'lZOIlS

2. A time series meta-data burlder able to ﬁnd the best model ina search space pre- . -

.- viously defined. :

3. A meta-learning method for trammg an expert system cornblnmg models. -

4. A self-organized method for meta-learmng in the coniext of predlctmg chaotrc tune
serles

Temporal self-organized meta-learning for predicting chaotic time series 17 .

3 Proposed methodolegy

Based in the KDD process [14], we defined the main steps for achieving each of
the objectives proposed in this research, which are detailed next. Tasks contributing to
the development of the method are validated before declaring the task as ended. The
complete method will-be validated by comparmg it w1th Lemke and Gabris work [6]
and other state of the art works. :

1. Create a target data set: sclect a set of chaotic time series and a set of prediction -
models. Based on the state of the art we have selected the following: statistics
models (ARIMA, Random Walk and Exponential Smoothing) and computational
intelligence models (Recurrent Neural Networks. and Support Vector Machines).
This step also includes:

{a) Data cleanmg and preproces$ing: remove noise mamly outliers and approx~
imate missing values.

(b) Data reduction and projection: :

(i) define representative features of time series {e.g. standard devratlon trend,
skewness and largest Lyapunov exponent [6]), '

(ii) for each model, define ifs parameters and possible values (e.g. number of
delay neurons, number of neurons in the hidden layer and trammg algo- .
rithm), '

(iii) define a set of basic strategles for combmlng models (eg. s1mple average :
stacking with probablhty distribution [15), and rotation forest [16])

'(c) Model evaluation: define metrics for evaluating, moclels in the ‘multi- step pre-
diction task. The most common meirics for assessing prediction are MSE and
SMAPE (see equations 3 and 4), In adchtlon run tests of statlstical 31gn1ﬁcance
as the null-hypothesis significance test.

* (d) Develop a time series meta-data builder, able to fmd the best model in a search

space previously defined. An interesting option to select the best model can be

Monte Carlo cross-validation [17]. Also, review other alternatives for selectmg

models.

2. Define a strategy for combining models in dtfferent predlcnon honzons

(a) Evaluate the existing strategies of combination of models. Decide wh1ch of

- them, if any, allows models to effectlvely combine and éxploit the best perfor—
mance of different algorithms i in different prediction horizons. .

- (b) Propose a combination strategy using different prediction horizons.

e _(o) Evaluate the proposed strategy comparing:it.with the best strategies of combl- :

nation-of models found in the state-0f-the-art work.

3. Design a meta-learning algorithm considering different predlctlon horrzons to train

an expert system builder of combinations of models

(a) Find a meta-learnmg sttategy able to build an expert system to deﬁne combma—
tions of models.

{b) Extend this meta-learning strategy’ to allow the combmatmn of models in dif~
ferent prediction horizons. A possible combination could be using the short-
term model outpuats to enhance the initial conditions of a lone-term model. -
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(c) Compare the performance accuracy of expert systems, trained by the two meta-
learning strategies, both the original and the extended.
4. Develop a strategy for self-organizing models, to promote collaboration among
them during the meta-learning process
(a) Analyze the current strategies for self-organization literature, part1cularly those
focused on building combinations of models. Include an analysis of negative
correlation [ 18], aimed to seek a diversity of models.

{(b) Extend the meta-learning algorithm obtained from the third ob_lectwe adding .

the selected strategy of self-organization.
{c) Compare the new meta-learning algonthm w1th that obtamed by the thlrd ob-

jective.
5. Develop a prediction system to exploit the ability of the expert system trained.

- The following section shows the progress made so far, with respect to the first two
- points of the proposed methodology.

4 Temporal combination of models

" A desired pred1ctlon horizon can be d1v1ded into three parts, each with the same
. ‘number of elements, named- short-term, medivm-term and long-term. Our goal .is to

combine models with the best performance in short, medium and long term, as fllu- -
strated in figure 1. The prediction models are previously trained, and each model pre- -

~ dicts the entire horizon. The prediction of the combination will consist of the predic-
tion of the three models in their prediction horizons. The prediction horizons include
the left bound but not the right bound, except the long-term prediction that includes
the right boundary. _ :
.- The selection of the best models in each forecast horizon requlres some preprocess~
_ 'mg The original training set is divided into two series, one to train the models and

other to evaluate the three prediction horizons. For each model, a SMAPE is calcu- :

lated. The. model selected for short-term horizon will be the one with the smallest
- value of short-tertn SMAPE averaged for all series. A similar procedure 13 followed to
~select models of the horizons of medjum and long term. - :

‘Fig. 1. The temporal combination of prediction models previously. trained. The result is com-

posed by the models predictions in their different prediction horizons.

Temporal self-organized meta-learning for predicting chaotic time series 19

Having defined the models of temporal combination, these are trained with the
original training series. Each model produces the full horizon of prediction of size m;
predictions are represented by {x*}, {x™}, and {x'} for selected models of short, me-"

- ‘dium and long term, respectively. We take a segment from each model prediction.

The horizons short, medium and long terms are the same size . Complete temporal
prediction Cr is obtained by joining the three prediction horizons. The binding is ex~
pressed in equation 6. '
fxin+lgi<n+biyu
Cp={{x"n+b<i<n+2b}U 6)
{xln+2b<i<n+3b} '

The predlction CT is assessed by calculating SMAPE accordi'rlg to short, medium
and long term prediction horizons. -

S Preliminary results |

in this section, we show some preliminary results. In this experiment, a set of time

" series was modeled using several prediction models, all based on a NAR neural net-
" works [19]. Then a temporal combination of models was bmlt and compa_red with two

other kmds of combma‘ﬂons

5.1  Data description
For this first experiment time scries were obtained from the NN3 prediction tour--
nament which can  be downloaded from:  http:/www.neural-forecasting-
competition.com/NN3/datasets.htm. We used the ‘available reduced set, which con-
sists of 11 time series répresenting a homogeneous population of empirical business
time series. Each training sequence- contains between 116 and 126 items, while the -

prediction horizon is composed of 18 future values for all series. The set of values to

predict is called the test set.
“The set of models used in this experlment is composed of d1fferent non- hnear auto-.
regressive neural networks (NAR) [19]. NAR is a récurrent dynamlc network with

- feedback connections enclosing several layers. In this experiment, dlf_ferent models

with the same base form are NARs trained with different parameters. Notice that, if a
NAR . is trained using different algorithms, their weight values will be different and
consequently its performance may vary. For that reason, this experlment consuiers the
training algorithm as a parameter. : :

. The parameters used to generate the models are three the number of delay neurons
(l to 5), the number of neurons in the hidden layer (I to 5) and the training algorithm
(12 in the neural networks toolbox of MATLAB). In total, there are 300 models with
the same NAR form. The training algorithms used in this experiment are: _'trambfg

-~ (BFGS quasi-Newton backpropagation (BP)) ‘trainbr' (Bayesian regulation BP), -
 'traincgb’ (Conjugate gradjent BP with Powell-Beale restarts), ‘raincgf (Conjugate -
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gradient BP with Fletcher-Reeves updates), ‘traincgp’ (Conjugate gradient BP with

Polak-Ribiére ypdates), 'traingd’ (Gradient descent BP), 'traingda’ (Gradient descent

with adaptive learning rate BP), ‘traingdm' (Gradient descent with momentum BP}),
~'iraingdx' (Gradient descent with momentum and adaptive learning rate BP), 'trainlm*
" (Levenberg-Marquardt BP), 'trainoss’ (One-step secant BP), ‘trainrp' (Resilient BP).

5.2  Experiment setup and analysis of results

The aim of our first experiment is to test whether a temporary combination can per-
form better than the most commonly used combination in the state of the art. This last,
described in section 2.1, is based on averaging the predictions of the all models,

throughout the prediction horizon. We compare the results of this temporal combina- .

tion with a combination made with the three models that best predicted the complete

horizon. All models were trained using the same set of training scries. Then each-
model predicted the entire horizon and SMAPE was calculated for each series. Next,

we calculated the mean SMAPE of all the series and the top three models with mini-
mum mean SMAPE are selected. Each combination models are trai_ned_with all the
training set. The outputs of each combination of models are compared with the test

set. The experiments were executed 10 times to remove the bias caused by the insta-.

bility 'of neural networks. Next, we conducted an_eValhation of statistical significance
i predicting each series and all predictions. The estimated error is calculated using

 SMAPE both in the whole prediction horizon as in short, medium and long term hori-

zons. The results are shown in Table 1. First column indicates the ID of the series, the

) second column shows the error of the combination based on average, the third column ) '
-shows the error of the combination of the top three .models and the fourth cqumn 1$ -

the error of the temporal combination.

Table 1. Companson of the three combinations: average, top three and temporal in the serles '

- of predlctlon tournament NN3.

No. - Mean SMAPE of © Mean SMAPE of - Mean SMAPE of Tem-
Average combination Top three combination -~ poral combination
1 ' 3.87 S 439 - T A3
2. 3905 4022 5737
3 97.17 L9241t 011196
EEy 2860 o281 T 27.56
5 310 B 362 0375
6 452 7 a5 S s1s
7 586 - . 5.36 ' 689
8 . 24937 T 29.86° _ 2938
9 R L6 D T 1268 e : 1243
10 o404 3234 o 39.28
1 _ 2492 . ' 2205 C 23.89
Memn 25892621 2505472470 292743075
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The last row in the table shows the mean of SMAPE with its corresponding stan-
dard deviation. The best result was obtained by the combination of the top three mod-
els. However, the statistical significance test showed that the difference between the
means of the models is not significant. Indeed, our combinations of models obtained a
better performance for some series. The temporai combination obtained the best re- -
sults in series number I and number 4.

Notice that the performance of a model depends on the involved time series. For
some cases, the temporal combinations obtained the best result. We expeet that in-
creasing the diversity of base models will improve the results of the temporal combi-
nation, this according to [10]. On the other hand, the obtained results motivate us to
explore different strategies for combining models. Finally, an 1mprovement in the
model selection criterion could reduce variability of results.

6  Conclusions

In this paper, we present the initial ideas for the creation of a new algonthm to pre-
dict chaotic time series using strategies taken from self-organization, meta-learning -
and combination of models. From a first experiment, we obtained empirical evidence
of the viability of our proposal. This experiment compared the proposed temporal
combination with the combination of models based on average strategy, which is the’
most commonly used in the state of art; also we compared with the combination of the
best three models. Since the combination of models in- different predlctlon horizons
outperformed the other two strategies, we conclude that it is feasible to design aute-_

* matic methods able to create temporal combinations. Nevertheless, it is necessary io

explore other strategies for combmmg models selectmg models and extend the set of

‘base models.

| '_Ae]inowledgements

R. Fonseca thanks the National Council of Science and Technology- (CONACYT),
México, for a scholarship granted to him, No. 234540. This research has been pamal-

ly supported by CONACYT pro_]ect grant No CB-2010-155250

References

1. Kantz, H., Schreiber, T.: Nonl1nea1 Time Series -Analysis. Cambr:dge Unwersﬂy Press-

(2003) :
2. - De-Godijer, I., Hyndman, R.: 25 years of time series forecastmg International . Joumal of .
Forecasting 22(3), 443-473 (2006) Twenty. five years of forecastmg L

3. Makridakis, S.. Hibon, M.: The M3- -Competition: results conclusions and lmphcauons
International Joumal of Forecasting 16(4), 451-476{2000) The M3~ Competltmn '

4. Crone, S., Hibon, M., leolopoulos K.: Advances m forecastmg with neural networks"



22

10.
11

R X

14,

15.

16.

17.

Rigoberto Fonseca and Pilar Gomez-Gil

Empirical evidence from the NN3 competition on time series prediction. International
Journal of Forecasting 27(3), 633-660 (2011) '
Crone, S., Nikolopoulos, K., Hibon, M.: Automatic Modelling and Forecasting with
Artificial Neural Networks— A forecasting competition evaluaticn. Final Report for the
IIE/SAS Grant 2005/6, International Institute of Forecasters (April 2008)

Lemke, C., Gabrys, B.: Meta-learning for time series forecastmg and forecast combination.
Neurocm‘npu'ﬂnU 73(10-12), 2006-2016 (2010)

Castlello C., Fanelli, A.: Computational Intelligence for Meta-Learning: A Promising
Avenue of Research. In Jankowski, N., Duch, W., Grabczewski, K., eds. : Meta-Learning in
Computational Intelligence 358. Springer Berlin Heidetberg (2011} 157-177 :

Garcia-Pedrajas, N., Hervas-Martinez, C., Ortiz-Boyer, D.: Cooperative Coevolution of

Artificial Neural Network Ensembles for Pattern Classification. IEEE Transactlons on

Evolutionary Computation, 271-302 (2005)

Keordik, P., Cerny, J.: Self-organization of Supervised Models. In Jankowski, N., Duch, W.,
Grabczewski, K., eds. : Meta-Learning in Computational Intelllgence 358, Spnnger Berlin
Heidelberg (2011) 179-223

Kuncheva, L., Whitaker, C Measures of Diversify in Classifier Ensembles and Their _

Relationship with the Ensemble Accuracy. Machine Learning 51, 181-207 (2003}

Armstrong, J.: Long—range forecasting from crystall bali fo cemputer 2nd edn John Wlley

& Sons (1985)

Haken, H.: Information and Self Organlzatlon A Macroscoplc Approach 10 Complex
Systems 3rd edn. 40, Sprlnger Stuttgart, Germany (2006) '

. Haykin, S.: Neural Networks A Comprehensive Foundation .Second Edmon edn Pearson :

Prentice Hall (1999)

Fayyad, U. Platetsky-Shapno G., Smyth, P.: From Data Mlnmo to Knowledge Dnscovery
in Databases. Al Magazine 17(3), 37-54 (1996} _ :

Dzeroski, 8., Zenko, B.: Is Combining Classifiers with Stacking Better than Select1n° the
Best One? Machme Learmng 54, 255-273 (2004)

Rodriguez, I, Kuncheva, L., Alonso C.: Rotation Forest: A New Class1ﬁer Ensemble
Method. IEEE Transactions on Pattern AnalySIS and- Machme lntelhgence 28(10), 1619~

1630 (2006} - .
Song Xu, Q., Zeng Liang, Y Pmo Du Y Monte Carlo cross—valldatlon for selectmo a

model and estimating the prt ediction error in multlvarlate callbratlon Chememetrlcs 18(2), o

112-120 (2004)

18.

Islam, M. M., Yao, X., Murase, K.: Aconstructlve algenthm for training cooperanve neural

- network ensembles Neural Networks, IEEE Transactions on 14¢4), 820~ 834 (july 2003)

19.

Ardalani-Farsa, M., Zelfaghan S.: Chaotic time series predmtlon with residual analysis. o
" method using hybnd Elman-NARX neural networks Neurocomputlnv 73(13 15), 2340-' T

2553 (2010)

2200

Crone, S., H:bon M., Nikelopoulos, K Advances in ferecastmg w:th neural networks‘?

--Emp!rlcal evidence from the’ NN3 ‘competition” on time series prediction. lnternatlonal :

Journial of Forecasting 27(3), 635-660.(201.1): Special Section 1: Forecasting with® Artificial

Neural Networks and Computatidnﬁ'l‘intélﬁgénc&: Special Section 2: Tourism Forecasting.
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“Abstract. Electroencephalography measures the electrical activity of
the brain and représents a summation of post-synaptic potentials from
a number of neurons. Electroencephalograms (EEG) are widely used in
medicine for. diagnostic and analysis of several condifions. In this work,
we propose the construction of a system based on recurrent neural net-
works and wavelet analysis, able to analyze, detect and ciass1fy abnor-

- malities in the brajn'such as Epileptic seizure using EEG as inputs. This

‘work .aims to develop novel algorithms to enhance the classification of
the EEG signals and to improve the medical diagnosis. Self Recurrent = .
Wavelet Neural Network (SRWNN) may be considéred to classify .the
EEG signal and to improve the percentages of recognition in the classi:

: ﬁcation between normal‘EEG and seizure EEG

Key words: Electroencephalogram (EEG}, _Eplleptlc selzure detection,
DWT, MODWT, Self Recurrent Wavelet Neural Networks (SRWNN}

1 Intre dnction

The. transient and unexpected- electrical disturbances of the brain result in a
““acute disease called Epileptic seizures. These seizures are seen as a sudden ab-
- normal function of the body, often with loss of consciousness, an increase in

inuscular activity or an abnormal sensation [1]. Epilepsy is.a neurological ‘dis-

order affecting around 1% of the world population, where 25% of such patients
cannot be- treated properly by any available therapy [2}. The Electroencephalo-

gram (EEG) signal has been a valuable clinical tool to assess human brain ac- =
tivities. In the last couple of years, the EEG analysis has been mostly focused
. on epilepsy seiziire detection diagnosis[1], [3], [4]. The seizure detection problem - .
" is basically a classification between normal and seizure EEG signals. In recerit
years several models of artificial neural networks ha,ve been proposed, among.

these the Wavelet Neural Networks (W'NN) that implement the wavelet pro-

. _ cessmg as part of its operation through of the change of tradlmonal transfer



