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Abstract. The vast amount of electronic documents available on the
Internet demands for automatic tools that help people finding, organiz-
ing and easily accessing to all this information. Although current text
classification methods have alleviated some of the above problems, such
strategies depend on having a large and reliable set of labeled data.
In order to overcome such limitation, this work proposes an alterna-
tive approach for semi-supervised text classification, which is based on
a new strategy for diminishing the sensitivity to the noise contained
on labeled data by means of automatic text summarization. Experimen-
tal results showed that our proposed approach outperforms traditional
semi-supervised text classification techniques; additionally, our results
also indicate that our approach is suitable for learning from only one
labeled example per category.
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1 Introduction

Nowadays there are millions of digital texts available on the Internet, which
rapidly increase. This situation has produced a growing need for tools that help
users to find, organize, and analyze all these resources in short periods of time.
Particularly, Text Classification (TC)[1], i.e. the task of automatic assignment of
free text documents to one or more predefined categories or topics, has emerged
as a very important component in many information management tasks.

Traditionally, TC is approached by means of supervised techniques, i.e., au-
tomatically constructing a classifier from a large set of labeled (i.e., already
categorized) documents. In addition, a common practice considered in the TC
pipeline is applying feature selection methods, which use statistical information
from the training set in order to identify those attributes that better describe
the documents among different categories [2]. However, under this paradigm,



a major problem is the high cost involved in collecting enough labeled data for
building an effective classification model as well as for performing an appropriate
feature selection. For example, in classification tasks such as deceptive opinion
identification [3] and author profiling [4] it is very difficult to effectively collect
or even validate enough labeled data.

In order to overcome the above mentioned problems, semi-supervised learning
techniques have gained popularity among the scientific community. For instance,
the self-training algorithm represents a learning strategy that aims at building
an accurate classification model through iteratively increasing the training set by
means of labeling and selecting the most confident recently classified instances
from the unlabeled data. Some research works have demonstrated the pertinence
of the self-training method in some TC tasks [5,6,7,8]. However, some of the
difficulties faced by these approaches is the sensitivity of the algorithm to the
noise contained in the labeled data as well as how to effectively select useful new
labeled instances in every iteration.

In this paper we propose a modification to the self-training approach for
diminishing the sensitivity of the learning algorithm to the noise contained on
the labeled data, which consists in using document summaries. This idea was
motivated by the work described in [9,10], where the benefits of using document
summaries in a supervised TC approach are described. Contrastingly, we eval-
uate the pertinence of text summaries in a semi-supervised TC scenario, i.e.,
when very few labeled data are available for building the classification model.
As an additional contribution, we propose a new strategy for performing the
instance selection process within the self-training algorithm, which helps in the
process of preserving high homogeneity values among classes. To sum up, we aim
to determine the usefulness of summarization as a noise filtering technique for
improving semi-supervised text classification. Our main hypothesis establishes
that if we incorporate a highly-confident summary, instead of a full document,
to the set of labeled data during the training process of a TC model, we will be
able to avoid dramatic changes on the behavior of our self-training algorithm,
leading to a correct learning of the true target function.

Particularly, we are interested in evaluating the proposed method under ex-
ceptional circumstances, i.e., having only one labeled document. Under this sce-
nario, known as one-shot learning in the pattern recognition field [11]; our results
indicate that having just one labeled summary per category provides enough in-
formation to our text classification system, outperforming the traditional semi-
supervised configuration (i.e., using full documents). Furthermore, obtained re-
sults also demonstrate that our proposed method for selecting highly-confident
labeled documents tends to get better performance across iterations when short
summaries are added to the set of labeled data rather than full documents.

The rest of this document is organized as follows. Section 2 presents some
related work concerning the use of text summarization in the task of TC. Sec-
tion 3 describes our proposed method; particularly it details the automatic text
summarization process as well as our proposed self-training method. Then, Sec-
tion 4 describes the used datasets, the experimental configuration and shows the



results achieved by the proposed approach as well as some baseline results cor-
responding to the application of traditional text classification techniques under
a semi-supervised paradigm. Finally, Section 5 depicts our conclusions and some
future work ideas.

2 Related work

Although there are several works that proposed solving the problem of TC using
different strategies of Text Summarization (TS), to the best of our knowledge
there is no prior work that has explored the importance of using automatic
generated summaries as noise filtering strategies under a semi-supervised text
classification configuration, i.e., having very few labeled data for training a clas-
sifier.

Ideally, a summary contains only the most relevant information from a doc-
ument and given that such summary represents a significantly shorter document
than the original, there are several approaches that prefer using summaries in-
stead of full documents for improving the performance of a supervised TC sys-
tem. For example in [12], authors proposed a new form of weighting terms by tak-
ing into account their frequency and their position within documents; whereas in
[13], it is considered a weighting scheme that rewards terms from those phrases
selected by a summarization method. Similar methods are described in [14],
where relevant sentences are used for training a supervised classifier.

Works described in [15,10] explicitly proposed using summaries as a feature
selection strategy. Authors applied different summarization techniques and com-
pared their achieved TC results against those obtained when a statistical feature
selection techniques are employed, e.g. information gain. Both papers conclude
that using document summaries as a feature selection method, represents a com-
petitive strategy against traditional statistical techniques. As a consequence of
summarizing documents prior to a TC process, the dimensionality required for
representing such documents is considerably reduced. The advantages obtained
from the dimensionality reduction has been widely discussed in [13] and [9].

As we mentioned before, to the best of our knowledge there is no prior work
related to the use of TS under a semi-supervised paradigm, hence we describe
only those that we consider are the more related to the proposed approach.
In [5], authors introduce a self-trainig algorithm that employs an ensemble of
classifiers, namely Ordered Classification. This method allows selecting highly
confident documents (in every iteration) to be included in the training data. In
[7] authors describe a method for discovering the constant common knowledge in
both, training and test sets by means of semi-supervised strategies. One of the
closest works is the proposed by [6] which proposes a semi-supervised method for
TC, which considers the extraction of unlabeled examples from the Web and the
application of a enriched self-training approach for the construction of the classi-
fication model. And finally, in [8] authors propose a novel self-training approach
for sentiment classification, their method uses multiple feature subspace-based
classifiers for exploring a set of good features for better classification decision



and to select the informative samples for automatically labeling data. Although
these are related works, all of them employ complete documents during training
and classification stages. In this work, we incorporate the advantages of text
summaries as a noise filtering strategy for improving semi-supervised text clas-
sification. In addition, we propose a novel strategy for selecting high-confident
instances during self-training, which allows to obtain high homogeneity among
classes. Following sections describe into detail the proposed approach.

3 Proposed method

Our proposed method represents a modification of the traditional self-training
algorithm. This algorithm assumes that, at the beginning, there are very few
labeled data (DL) and a very large set of unlabeled data (DU ). The goal is to
obtain and use relevant information, extracted from DU in order to improve the
initial classifier (Φ0) which was trained over DL. To obtain such information,
Φ0 is used to classify the elements of DU , then, by means of a specific selection
criteria, some elements of DU are considered for augmenting the set DL. Once
DL has been updated, a new training process is performed to construct the
classifier Φ1. As expected, self-training algorithm represents an iterative process
that is repeated until some stop criteria is reached.

A general view of the proposed self-training method is shown in Figure 1.
Generally speaking, our proposed method starts by automatically construct-
ing summaries from the set of labeled data DL (Text Summarization module).
Then, while some stop criteria is not achieved, such summaries are employed to
construct a classification model Φ0 (Classifier Construction module), which is
used to classify all unlabeled data DU . Next, we evaluate and preserve, through
our Instance Selection module, those documents that represent the most confi-
dent labeled instances. The exact same number of documents for each category
cj are preserved, and selected documents are removed from DU . The following
step consists in creating their respective summaries and incorporating them into
the original training data set. Then, we retrain our classifier to create the Φi

classification model.
The instance selection module represents an important contribution since

contrary to the traditional self-training algorithm, we perform this step sepa-
rately from the classification stage i.e., the classifier’s confidence is not con-
sidered for this process. By means of this we favour high homogeneity among
classes and avoid the bias introduced by a classifier trained with very few labeled
data. Following sections describe in detail each one of the main modules from
our proposed method (see Figure 1).

3.1 Text summarization module

For the implementation of the TS module, we used an unsupervised strategy that
has demonstrated being able to construct high quality summaries, particularly
we employed a graph based technique as explained in [9].



Fig. 1. General Architecture of the proposed self-training text classification method.

The underlying idea of this method is that every sentence can be represented
as the vertex of some graph. By means of similarity measures it is possible to
assign an specific rank to each sentence (i.e., an importance value to each element
on the graph). Finally, assuming an ideal ranking, this strategy preserve the top
n better ranked sentences to construct the final summary.

Similarly to [9], we employed a measure of ranking, originally proposed for
Web pages which is called Hyperlinked Induced Topic Search [16] to determine
the associated value of ranking for each sentence from a document. First, the
similarity of each sentence against the rest is computed in order to assign a
weight value to all edges3. Once all edges have their corresponding weight, two
different coefficients are iteratively computed as follows:

HITSA(Vi) =
∑

Vj∈In(Vi)

wjiHITSH(Vj) (1)

HITSH(Vi) =
∑

Vj∈Out(Vi)

wijHITSA(Vj) (2)

Where Vi represent a vertex on the graph G = (V,E); In(Vi) represent the
number of incoming links to Vi, whereas Out(V i) represent the out-coming links
from vertex Vi. Consequently, HITSA represent the “authority value” (vertex
with a large number of incoming links), while HITSH the “hub value” (vertex
with a large number of outgoing links).

Once the HITS value of each vertex has been computed, the assigned value
represents the importance of each sentence within the document. From here we
preserve only the top n most relevant sentences to construct the final summary.

3 Normally the direction of the edges is determined by the order of the sentences in
the original document.



For our experiments, n is defined in function of the length of the document4,
i.e., is defined dynamically rather than being a fixed number.

3.2 Instance selection module

The most natural form of selecting new instances to be added on each iteration
to DL is through the classification confidence degree assigned by the classifica-
tion model. Nevertheless, this criterion might not be preferable since it depends
directly from the classifier’s quality, which in turn depends on the quantity and
quality of the available training data. As we mentioned in Section 1, we are
considering a scenario where very few labeled data are available (e.g., one-shot
learning), thus, traditional instance selection criteria are not suitable for this
type of situations5.

To overcome the above problem, we propose a novel method for assigning
a confidence value to recently classified documents, which is independent from
the employed learning algorithm as well as independent from the quantity and
the quality of the labeled data. Our proposed instance selection criteria allows
to preserve high homogeneity values among classes, and represents a distance
based approach, which is computed as follows:

dist(dU , Cj) =

∑
dL∈Cj

dist(dU , dL)

|Cj |
(3)

where dL represents the summary of a labeled document such that dL ∈ DL.
Hence, after applying Formula 3, those documents from DU that were assigned
to the label cj and with the minor average distance to the corresponding class
Cj are considered as highly confident.

During our experimental phase, we defined dist(dU , Cj) by means of an eu-
clidean distance. Then, we preserve the top k documents most similar to the
class cj to include them into the labeled set of summaries.

3.3 Classification module

As explained before, determining the confidence degree of the classified instances
does not depend on any particular algorithm, thus, any learning algorithm can
be employed in the classification module.

In particular, we use the Support Vector Machine (SVM) method given that is
especially suited to work with datasets with high dimensionality. For performing
our experiments we employed the SVM implementation included in the Weka6

toolkit with the default parameters.

4 The parameter that defines the length of a summary is also known as the compres-
sion rate parameter, and represents a number that indicates the percentage of the
information that we are requiring to preserve from the original document.

5 One disadvantage of self-training is that mistakes reinforce/strengthen themselves;
it is well known that accuracies lower than random at the beginning tend to conduct
to worst results in subsequent iterations.

6 http://www.cs.waikato.ac.nz/ml/weka/



Table 1. Statistics from the employed document collection: number of documents per
category, average documents size (in tokens) and average vocabulary size.

Categories
names

Training Documents Test Documents

Num. Docs Vocab. Num. Docs Vocab.
docs size size docs size size

earn 2701 49.99 31.00 1040 45.01 26.42
acq 1515 74.74 50.36 661 71.25 48.16
trade 241 121.78 81.46 72 125.12 83.01
crude 231 110.57 71.87 112 102.21 66.66
money-fx 191 97.46 65.14 76 95.55 65.92
interest 171 88.43 57.35 73 91.43 59.04
ship 98 82.56 59.01 32 79.25 57.71
grain 41 115.89 75.40 9 85.66 50.33

Total:8 5189 67.36 43.80 2075 63.42 40.66

4 Experimental results

4.1 Data set

For validating our hypothesis, we performed experiments with the R8 data set.
This collection is formed by the eight largest categories from the Reuters-21578
corpus, which documents belong to only one class. In order to know a more
detailed description of this data set refer to [17]. Table 1 shows some basic
statistics (e.g., number of training/test documents, vocabulary size, etc.) from
the employed data set. As can be seen, it is a highly unbalanced data set.

For performing our experiments we randomly select one document from the
training set as the labeled training document, i.e., our algorithm always begin
iterating with only one single document and the rest are considered as the unla-
beled data. It is important to mention that our method does not require knowing
if the dataset is unbalanced or not, since given the nature of the proposed algo-
rithm, this will converge to an accurate classification model.

4.2 Method configuration

As mentioned in Section 3, our method requires an user defined parameter k,
which represents the number of documents to be added for each category into
the labeled data. For our experimental phase we considered adding k = 1 and
k = 5 documents in every iteration. It is worth to remember that at the be-
ginning, the self-training algorithm starts by having only one labeled document,
replicating a one-shot learning scenario. Our reported experiments represent
the average performance obtained when randomly varying five times the initial
labeled document. As stop-criteria we defined the following: i) when a top of
20 iterations is reached, and ii) when there are no more unlabeled documents



in DU . Finally, it is worth mentioning that for all the experiments, documents
were represented following the traditional vector model from the Information
Retrieval field, specifically a tf (term-frequency) weighting scheme.

4.3 Baseline definition

Since we aim at demonstrating that using summaries allows to improve the
performance of the proposed self-training method, we defined as our baseline
approach the exact same algorithm but using complete documents instead of
summaries. In other words, this baseline depicts the traditional self-training
algorithm for text classification without summarizing the considered documents.
Similarly, documents were represented by means of a vector model using a tf
weighting scheme.

As an additional baseline, we consider the result obtained by the classifier
when training only with a single labeled data. In our experiment this result
corresponds to iteration number 0. This baseline aims at demonstrating that
using summaries for training a TC model allows to obtain, from the beginning,
better classification results.

4.4 Evaluation metrics

The effectiveness of the proposed method was measured by means of the macro-
averaged F1 evaluation measure. Using this type of measure is very useful since
it allows obtaining a confident perspective of the system’s performance, partic-
ularly for cases where classes are highly unbalanced.

4.5 Results

Figure 2 shows the obtained results for the performed experiments having dif-
ferent compression rate summaries (30%, 50% and 70%). The graph on the left
represents the behaviour of the proposed method when one document (k = 1)
is added in every iteration, whereas the graph on the right depicts the results
when five documents (k = 5) are added in every iteration. As we mentioned, all
the experiments started with only one document per class on the DL set.

It is important to remark that our proposal of using summaries for training
rather than full documents allows to improve the performance of the classification
system from iteration 0, i.e., when our proposed method still has not started
iterating yet. Notice that for the baseline configuration, i.e., when training with
a full document the F1 = .34 at iteration 0, and for the same case we get a
F1 = .43 when using a summary of 30% compression rate, which confirms the
ability of text summarization as feature selection method.

These results also indicate that the baseline configuration hardly improves
its performance even when more documents are added to the training data.
Particularly, it goes from F1 = .34 on iteration 0 to F1 = .38 on iteration 20
when k = 1, and from F1 = .34 on iteration 0 to F1 = .37 on iteration 20 when
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Fig. 2. Obtained results on the R8 collection. On the left 1 document is added every
iteration (k = 1), whilst on the right 5 documents are added each iteration (k = 5).

k = 5. On the contrary, our proposed method obtains a significant improvement
as more iterations are performed. Particularly, when we add only 1 document
per iteration per category (Figure 2, k = 1), and using summaries that represent
only 30% of the size of the original document, our system goes from a F1 = .43
at iteration 0 to F1 = .65 at iteration 3. A similar situation occurs for the case of
adding 5 documents on each iteration (Figure 2, k = 5), where using summaries
of 30% size allow to our method to go from F1 = .43 at iteration 0 to F1 = .73
at iteration 3. This behavior indicates that our instance selection criteria, in
combination with the use of summaries allows to maintain high homogeneity
among classes, reduces the noise contained in labeled documents and converges
to the true target function.

Finally, in order to validate the importance of the compression rate param-
eter from the text summarization module, we performed a series of experiments
varying the size of the produced summary across the 20 iterations that are ex-
ecuted by the self-training algorithm. Figure 3 show the statistical variance of
the F-score for k = 1 and k = 5, respectively.

In general, we can observe that the compression rate is an important param-
eter of the proposed method, however, it is clear that using summaries is in fact
a better strategy than using full documents (i.e., the baseline configuration). In
addition, it is possible to notice that using summaries of 30%-50% compression
rate allow obtaining the best results.

4.6 Discussion

What to summarize: With the intention of evaluating the pertinence of using
summaries in both training and test phases, we carried out some experiments
considering a supervised classification scenario. Table 2 shows the results from
these experiments. The conclusion is clear: summarizing both training and test
documents (Sum-Sum) worsen the classifier performance; on the contrary, the
best performance was obtained when only training documents were summarized
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Fig. 3. Variance of the F-score performance for the proposed method when k = 1
and k = 5. Reported results are for 20 iterations at different compression rate values
(10%-90%); first column depicts the baseline performance.

(Sum-Doc). These results supported the design of the proposed system architec-
ture, where summaries were employed only on the training (see Figure 1).

Table 2. Results of a supervised TC method varying the TS module location. Notice
that when no summarization is applied neither to training or test documents, the
obtained performance is F = 0.84

Compression
Rate

Method Configuration

Sum-Sum Doc-Sum Sum-Doc

30% 0.87 0.77 0.89
50% 0.86 0.82 0.87
70% 0.86 0.83 0.86

Some learned lessons: Despite obtained results, experiments indicate that
the success of the proposed method depends to some extent on the following
factors: i) the quality of the initial labeled data, i.e., the initial labeled docu-
ments must be representative of their categories; ii) the number of unlabeled
data: for those categories having a small number of examples in the unlabeled
set, the selection of confident instances at every iteration becomes into a very
hard task; iii) a good selection of the compression rate parameter: our method
showed outstanding results in news classification when using compression rates
from 10 to 60%, however, for noisier documents, such as social media texts, the
compression rate definition could be complex and critical.



5 Conclusions

In this paper we have proposed a modification to the self-training algorithm for
improving text classification when very few labeled documents are available. Our
proposal considers using text summaries instead of full documents as a strategy
for diminishing the sensitivity of the learning algorithm to the noise contained
on the labeled data. Additionally, as a second contribution of this work, we have
proposed a novel criterion for selecting highly confident elements to be included
in the set of labeled data. The proposed criteria is performed separately from the
classification process, which makes it independent from the learning algorithm,
allowing to preserve high homogeneity values among labeled documents.

The performed experiments showed that our proposed algorithm is able to
incorporate information from the unlabeled data for improving the performance
of the classifier. By means of using automatic text summaries we are able to
discard noisy information during the self-training process. Particularly, experi-
mental results showed that shorter summaries are the best choice (30% to 50%
compression rate). Further more, we demonstrated that the proposed approach
is very suitable for collections with very few labeled data. Particularly, we evalu-
ated our proposed method under a one-shot learning scenario, i.e., having only
one labeled document. Obtained results are promising and represent an initial
effort towards the problem of one-shot text classification.

As future work we are interested in evaluating different unsupervised sum-
marization techniques [18], aiming at determining the sensitivity of the proposed
method towards the TS module. We are also interested in evaluating the per-
formance of the proposed method using other semi-supervised strategies, e.g.,
co-training and multi-view approaches, as well as in other larger datasets. Ad-
ditionally, we intent to determine the pertinence of the proposed algorithm for
solving non-thematic text classification tasks, such as author profiling problems
(e.g., age, gender, and personality recognition), where not enough/reliable la-
beled data are available.
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