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ABSTRACT
Depression is a disease that affects a considerable portion of
the world population. Severe cases of depression interfere
with the common live of patients, for those patients a strict
monitoring is necessary in order to control the progress of
the disease and to prevent undesired side effects. A way to
keep track of patients with depression is by means of online
monitoring via human-computer-interaction. The AVEC’14
challenge [13], aims at developing technology towards the on-
line monitoring of depression patients. This paper describes
an approach to depression recognition from audiovisual in-
formation in the context of the AVEC’14 challenge. The
proposed method relies on an effective voice segmentation
procedure, followed by segment-level feature extraction and
aggregation. Finally, a meta-model is trained to fuse mono-
modal information. The main novel features of our proposal
are that (1) we use affective dimensions for building depres-
sion recognition models; (2) we extract visual information
from voice and silence segments separately; (3) we consol-
idate features and use a meta-model for fusion. The pro-
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posed methodology is evaluated, experimental results reveal
the method is competitive.
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1. INTRODUCTION
Depression is a disease that affects a considerable portion

of the world population. According to the World Health
Organization [9], up to 2012 there were at least 350 million
people living with some form of depression (other sources
report only over 121 million1). Severe cases of depression
interfere with the common live of patients, in fact depres-
sion is the leading cause of disability in the world [9]. For
those patients, a strict and almost permanent monitoring is
necessary in order to control the progress of the disease and
to prevent undesired side effects.

A way to keep track of patients with depression is by
means of online monitoring via human computer interaction
and affective computing technologies. The AVEC’14 chal-
lenge [13] is a first effort towards developing decision support
tools that can help patients and therapists to keep track of
the progress of the disease. In particular, the challenge fo-
cuses on the analysis of audiovisual information recorded
from patients performing a predefined task. There are two
tracks in the AVEC’14 challenge: the Affect Recognition
Sub-challenge (ARS), which focuses on predicting continu-
ous affective dimensions (Valence, Arousal and Dominance)
and the Depression Recognition Sub-challenge (DRS), which

1http://www.healthline.com/health/depression/statistics-
infographic



directly focuses on depression analysis. This work focuses on
the latter track of the AVEC’14 challenge.

The goal in the DRS is to develop methods that can au-
tomatically predict the value of a self-reported depression
indicator from an audiovisual recording [13]. A system ca-
pable of making predictions with acceptable rates, would be
very useful not only for monitoring2 patients with a depres-
sion diagnostic, but also, to identify people who may have
the disease and do not know it. The scenario considered in
the challenge is appealing because it is a non-invasive pro-
cedure that does not rely on specialized equipment and can
be applied massively.

However, although appealing, the DRS is very challeng-
ing in multiple ways: there is a small sample of training and
development instances for building a predictive model; in-
formation was recorded with a standard webcam and under
uncontrolled conditions; the users were not advised to main-
tain a fixed position/behaviour with respect to the webcam
and/or microphone; the variable to be predicted has been
indicated by the patients themselves; there is a wide variety
of subjects; and even for some videos there is no audio infor-
mation at all (i.e., the user did not produce a word during
the recording).

In spite of these challenging conditions we propose a so-
lution to the AVEC’14’s DRS that aims at overcoming, to
some extent, some of these limitations (see Figure 1). The
proposed solution decomposes clips into segments (with and
without voice) for feature extraction. Next, affective dimen-
sions and audio-visual features are extracted from clip seg-
ments and latter aggregated to represent each clip. Mono-
modal predictive models were trained using this representa-
tion. Two prediction strategies were considered: on the one
hand, we used the direct prediction of the best model, and
on the other hand, we trained a meta-classifier on top of the
predictions of all of the models. We evaluate the proposed
methodology using training and development data and show
that our best result is competitive with the baseline method
supplied by the organizers [13].

A distinctive feature of our approach is that it relies on
predictions of affective dimensions (arousal, valence, and
dominance) at the segment-level for building a predictive
model for depression recognition. Hence, providing evidence
on the usefulness of affective dimensions on depression recog-
nition. Another key aspect of our proposal is that we wanted
to compliment audio information by incorporating visual in-
formation from silence segments. The underlying hypothesis
was that visual features may be more helpful when the users
are not vocalizing. The rest of the paper describes the com-
ponents of our formulation and assess its performance in the
context of the AVEC’14’s DRS.

The paper is organized as follows. Next section briefly
describes the considered scenario. Section 3 describes the
methods we adopt for affective dimension prediction and clip
segmentation. Section 4 describes the additional feature ex-
traction process from audio and visual modalities. Section 5

2One should note that, in the authors’ opinion, this type
of systems should be seen as support tools that can allevi-
ate the load of work for therapists and at the same time be
available to any potential depression-patient for facilitating
a depression diagnostic. Therefore, in our view, the goal
of this type of systems is not to replace therapists or clin-
ical monitoring/analysis procedures, but equipping health
systems with support tools that can increase their scope.

introduces the fusion methodology and the overall approach
to depression recognition. Section 6 presents experimental
results that aim at evaluating the performance of the pro-
posed solution. Section 7 discusses our main findings.

2. AVEC’14’S DRS SCENARIO
The scenario considered in AVEC’14’s DRS challenge is as

follows, see [13, 14] for further details. Two sets of labeled
videos were provided, called training and development, addi-
tionally a set of unlabeled videos was also provided. Videos
in the training and development partitions could be used to
develop the predictive model, whereas the unlabeled data
set was designated for the evaluation of the models.

Each of the data sets (i.e., training, development and test)
contained videos taken from subjects with some degree of de-
pression. Two types of videos were available per each subject
North Wind and Free Form versions, the two types corre-
spond to two different tasks the participants had to do in
front of a computer equipped with webcam and microphone.
There were available 50 videos from each type in each of the
data sets, thus there were 100 videos per data set.

Training and development videos were manually labeled
with a depression level indicator (for DRS) and the affect di-
mensions valence, arousal and dominance at frame level, 30
frames per second (for ARS). In the DRS, the labels for the
videos correspond to the patient’s Beck Depression Index-II
(BDI-II), which was derived after participants filled a ques-
tionnaire [2]. The BDI-II is a numerical value between 0
and 63 (the largest BDI-II we found in training and devel-
opment partitions was 45) that roughly indicates the degree
of depression.

Regarding the affect dimensions, although they were sup-
posed to be used for the ARS [13], in our approach these are
used as attributes to build the depression recognition model
(see Section 3). For training and development videos, the
attributes were the ground truth labels, while for the test
set, we built a model for affect dimension prediction from
the ground truth labels and use the predictions of this model
on the test data set as attributes.

Summarizing, the goal of AVEC’14’s DRS is to generate a
predictive model capable of associating test videos with the
correct BDI-II label. Where the effectiveness of the predic-
tive model is assessed by two main evaluation measures: the
Mean Absolute Error (MAE) and the Root Mean Squared
Error (RMS).

3. AFFECTIVE DIMENSIONS PREDICTION
AND CLIP SEGMENTATION

As mentioned above, a distinctive feature of our proposal
is the incorporation of affective dimensions as attributes to
build a depression recognition model. The main question we
wanted to answer with this idea was: How strongly corre-
lated are the affective dimensions to the depression indica-
tor? During the development phase we observed that affec-
tive dimensions could be better predicted on a segment-level
basis (opposed to a frame/ms base), however, it was unclear
what clip-segmentation method to use and what segment-
size would be better option. Therefore, we implicitly aim
to answer another related question: What is the appropriate
segment size to estimate more accurately valence, arousal
and dominance? This section elaborates on the answers for
both questions.



3.1 Affective dimensions for DRS
In order to answer the first question, we calculated the

Pearson correlation coefficient between the ground truth val-
ues of affective dimensions and the BDI-II value for training
videos. The comparison was made at the segment level (see
below the description of our segmentation technique); that
is, using the averages of the affective dimensions at frame
level. The goal of this analysis was to determine whether it
would be beneficial to use affect predictions as attributes to
estimate the depression indicator. Table 1 shows the Pear-
son correlation value between each affective dimension and
the BDI-II for the training set.

Table 1: Pearson correlation coefficient for training

data. We report the correlation between affective

dimensions and the BDI-II.

Primitive Northwind Freeform

Arousal -0.45 -0.32
Dominance -0.44 -0.20
Valence -0.46 -0.46
Average -0.45 -0.32

It can be observed that, indeed, there is a significant de-
gree of (negative) correlation between affective dimensions
and depression indicator, mainly in the North Wind task. It
is interesting that for this data type roughly the same corre-
lation value was observed for the three dimensions. On the
other hand, the correlation seems to be less strong for the
Free Form videos.

Table 2 shows the Pearson correlation values between the
affective dimensions. It can be observed that there exists
some degree of correlation between affective dimensions and
depression scores (slightly larger between Arousal and Dom-
inance), which may explain the results from Table 1. How-
ever, the correlation was lower than expected.

Table 2: Pearson correlation coefficient matrix for

affective dimensions and depression labels.

Primitive A D V

A 1 0.64 0.58
D 0.64 1 0.58
V 0.58 0.58 1

Results from Tables 1 and 2 were encouraging and mo-
tivated us to study the suitability of affective dimensions
for building depression recognition models. Still an open
question here is whether affective dimensions are reliable
enough for detecting depression. However, in subsequent
experiments, additional evidence on the relevance of affec-
tive dimensions for automatic recognition of depression will
be presented.

3.2 Clip segmentation
In order to answer the second question (regarding the ad-

equate segment size to estimate affective dimensions), we
tested two segmentation methods. The first one is the seg-
mentation based on Voice Activity Detection provided by

the organizers. Whereas the second one is a method for de-
tection of sound and silence intervals based on a threshold
of sound intensity as implemented in [3]. We found that
by using the latter method and adding a maximum length
restriction, the minimum length of voice intervals was of
0.5 seconds and the maximum one was of 2 seconds. This
segmentation method provides shorter segments than those
obtained with VAD segmentation, where segments may be-
come longer than 40 seconds. Smaller segments are desired
in our approach as we wanted to locally model affective and
audiovisual information.

Additionally, we implemented a method to discriminate
linguistic and non linguistic vocalizations like gasps and sobs.
This is in order to focus the feature extraction process (of
audio and affective features) to clip zones where the users
are vocalizing, similar to the work in [1]. Our method is
motivated by the idea that affect is expressed intensively in
short episodes and that emotions could change rapidly [11].
The method uses two criteria to decide if a segment is con-
sidered as voice or no-voice3: a) there are syllables detected
in the segment; and, b) the output of a classifier based on
chroma features trained with voice and no-voice samples.

For segmentation, we first converted the provided mp4
audio recordings to WAV-PCM format. Then we applied
the proposed segmentation method and extracted, from each
segment, affective dimensions and audiovisual features.

The final set of features we consider for depression recog-
nition is explained in Section 4, the rest of this section de-
tails the process for generating affective dimensions. For
obtaining such affective values we built a regressor using
as instances segments (represented by the acoustic features
provided by the organizers [13]), where the labels for seg-
ments were obtained by averaging the ground truth values
of valence, activation and dominance for frames within each
segment. In order to compare the effectiveness of both seg-
mentation approaches for predicting affective dimensions we
conducted an experimental evaluation. For this comparison
we used data from only the training partition. We generated
regression models using Support Vector Machines [12], and
we evaluated the prediction performance of the three affec-
tive dimensions. For the evaluation we used a 10-fold cross
validation procedure (over training videos). We handled sep-
arately Freeform and Northwind clips. Table 3 shows the
results of the comparison.

Table 3: Pearson correlation for training data.

Task Arousal Dominance Valence

Provided VAD Segmentation

Freeform 0.5060 0.4764 0.5045
Northwind 0.6312 0.5565 0.2858

Proposed Segmentation

Freeform 0.6477 0.6680 0.3771
Northwind 0.4532 0.6430 0.5781

It can be seen from Table 3 that the correlation is stronger
when using the proposed segmentation technique, this re-
sult holds for both types of videos, North Wind and Free
Form. Please note that the correlation with the VAD ap-
proach is higher than that of our method in Free Form -

3Any sound that is not voice, which is different from silence
segments.



Valence and North Wind - Arousal. Nevertheless, on aver-
age, our method outperforms significantly the baseline ap-
proach. Given these results, we decided to use our proposed
segmentation method for our depression recognition system.
The next section describes the set of features considered for
building depression recognizers.

4. FEATURE EXTRACTION
In order to process clips we extracted descriptive features

derived from both: the sequence of images and the audio
signal extracted from the video. In the following we present
the audiovisual attributes we considered. Please note that
the attributes were extracted at a segment level using the
method introduced in Section 3.2.

4.1 Audio based features at clip level
We designed a feature vector to represent/describe the

behavior of subjects in the videos based on the audio sig-
nal analysis. We used regression models, as described in
the previous section, to generate predictions for affective di-
mensions and use them as attributes at the segment level.
Subsequently, we obtained the average of the predictions of
each emotional dimension for all the segments of the clip.
Finally, feature vectors are generated using these affective
attributes per each clip besides other attributes as described
below.

A total of 11 attributes per clip were calculated. These
used attributes were:

1. Averaged dominance along clip

2. Averaged arousal along clip

3. Averaged valence along clip

4. Averaged speech rate along clip (number of detected sylla-
bles by [5] method /segment duration ).

5. Number of silence intervals greater than 10 seconds and less
than 20 seconds.

6. Total time, in seconds, of silence intervals greater than 10
seconds and less than 20 second.

7. Number of silence intervals greater than 20 seconds

8. Total time, in seconds, of silence intervals greater than 20
seconds

9. Percentage of total voice time classified as neutral

10. Percentage of total voice time classified as happiness

11. Total duration of voice intervals

These 11 attributes were combined with the visual at-
tributes described below to represent videos. Then predic-
tive models were built upon this attributes and a fusion
scheme was adopted for generating the final prediction.

4.2 Visual features
As video descriptors we considered a variety of general fea-

tures that mainly comprise motion and velocity information.
We used these general descriptors because we think they are
not severely affected by the conditions in which video was
recorded or by the position of subjects. What is more impor-
tant, we hypothesize that motion and velocity information
may reveal useful information about the depression status
of subjects. Our hypothesis is funded in studies that sug-
gest that subjects with depression may present psychomotor
retardation, see e.g., [4]. Also, we visually inspected some
training and development videos, and roughly found that, in

fact, subjects with large BDI-II showed slower movements
than those with small BDI-II.

We detected face and eyes bounding boxes by using the
Viola-Jones detector [15]. After detection, the face was iso-
lated from the whole image and features were extracted from
the video segment containing the face. First, we consider the
difference of final and initial positions of face and eyes within
the video segment as well as the average, minimal and max-
imal coordinates of face and eyes (with these features we
measure the range of movement/variation of face and eyes
across the whole video). Also we consider the average veloc-
ity of face and eyes in x and y axis. Finally, we also extract
the motion history image, motion static image and motion
average image from the segment of video that contains the
face only, we used implementations from [6]. In preliminary
experimentation we compared the performance of our set
of features and the baseline features provided by the orga-
nizers [13, 14]. Our experimental study revealed that our
features were more discriminative than the baseline ones.
Therefore, we decided to use our set of features.

5. PROPOSED METHOD
The proposed methodology is summarized as follows, see

Figure 1. Training videos were segmented into voice and si-
lence segments by considering audio information. Visual and
audio features were extracted from each of the segmented
videos. A feature selection procedure was applied indepen-
dently for each modality (video, audio), segment type (au-
dio, video-silence and video-voice) and for each task (North
Wind and Free Form, see Section 2). Selected audio-based
features were used to built a model for affective dimen-
sion prediction, whereas selected video-features were used
directly for the recognition model. Each video is repre-
sented by the aggregation of the features extracted from
all of its segments (consolidation process). A training set
of attributes-labels pairs was generated with the video rep-
resentation and the depression indicator the video. Mono-
modal predictors were trained, a fusion strategy was adopted
to combine the predictions of the mono-modal models, and
generate a single prediction for each sample. The rest of
this section explains in detail some aspects of the proposed
methodology.

5.1 Video segmentation
Videos were segmented into voice and silence segments by

using the technique described in Section 3.2. The motiva-
tion to segment video into voice and silence segments was
to extract features only from informative segments. In the
case of audio, voice segments are the ones that might con-
tain relevant information, whereas for video both, voice and
silence segments, could be very helpful. In fact, a hypothesis
of our work is that visual information extracted from silence
segments may complement audio features (extracted from
voice segments).

5.2 Feature extraction and consolidation
The features described in Section 4 were then extracted

from each of the segments. After feature extraction, a fea-
ture selection process was conducted in order to reduce the
dimensionality of data. We used the relief method inWEKA
with default parameters [7] for this purpose.

After feature selection, a consolidation procedure is ap-
plied. This process aims at combining all of the information



Figure 1: General diagram of the proposed approach.

from segments extracted from the same video, to represent
the video. Specifically, to represent each video we take the
average over the feature vectors of segments associated to
the video. The idea of segmenting videos and then aggre-
gating segment-attributes was based on the intuition that, as
previously mentioned, features are extracted from segments
of the video that are the most potentially useful. Hence,
after the consolidation process each video is represented by
a single highly-informative feature vector per information
modality. Please note that we aggregate vectors from fea-
tures extracted from the same type of feature-segment (i.e.,
audio-voice, video-voice and video-silence), see Figure 1.

5.3 Model construction
Once each video is represented by a vector of attributes,

we proceed to build a predictive model. The model must
be capable of associating feature vectors with the correct
BDI-II of subjects. Although the BDI-II is a categorical
variable, we treated the problem as one of regression. This
is because of the number of categories and the few examples
we had from each label to train a model (for some BDI-II
values there are no samples at all). For building regressors
we considered Gaussian processes [10] and support vector
machines regressors [12], as implemented in WEKA [7], de-
fault parameters were considered for both methods. For
each modality (audio-voice, video-voice, video-silence) and
video type (North Wind and Free Form) we built a predic-
tive model, see Figure 1. At this stage, we were able to make
predictions by using any of the trained models.

Instead of making predictions directly from the predictive
models, we can adopt an information fusion technique to
combine the predictions from the six models. The intuitive
idea is that different models that were trained on data from
different sources, may be complimentary to each other. For
combining the outputs of the mono-modal models we built
another predictive model (i.e., a meta-classifier) that was
trained on the outputs of the mono-modal predictions. This
meta-model (a Gaussian process regressor was used), then
combines the predictions of multiple mono-modal models,
see Figure 1. In the next section we evaluate the perfor-
mance of the proposed approach using training and devel-
opment data, besides we report results in the test set for runs
we selected to be submitted for evaluation in AVEC’14.

5.4 Alternative predictive models
It can be seen from Figure 1 that alternative ways for

making predictions can be conceived by using the same ar-
chitecture. Accordingly, and for the sake of comparison, we
evaluate the performance of other variants, including direct
prediction and majority voting.

Under direct prediction we consider the best individual
model and use the predictions of this model for labeling test
videos. In preliminary experimentation we found that the
best individual model was the one based on audio-features
only (see the Figure 1).

On the other hand, a majority voting strategy can be im-
plemented to combine information from multiple segments,
prior to the construction of the meta-model. That is, in-
stead of performing the feature consolidation step, we can
make predictions for each of the segments that form a video,
and then, we can take the mode of predictions for segments
within a video as attribute for the meta classifier.

6. EXPERIMENTS AND RESULTS
This section reports experimental results obtained with

our proposed methodology in the AVEC’14 DRS challenge.
First we evaluate the recognition performance when using
only the affective dimensions. Then, we evaluate the perfor-
mance of the direct-prediction strategy and then the perfor-
mance of the meta-classifier technique. For the latter exper-
iments we used training and development data. Finally we
report the performance of our best runs in the test set.

6.1 Depression recognition with affective di-
mensions

Our proposed approach combines information from affec-
tive dimensions with audio and visual features. Because a
novel component of our method is precisely the use of affec-
tive dimensions, it is worth analyzing the recognition perfor-
mance when using affective dimensions only. Table 4 shows
depression recognition results for both types of videos as well
as for their combination. For this experiment we trained a
support vector regressor in the training partition and made
predictions for the development set. The reported perfor-
mance, therefore, corresponds to the development set.



Table 4: Results for depression scores predictions

from affective dimension labels

Task Correlation MAE RMS

Freeform 0.4583 8.2976 11.2962
Northwind 0.5224 7.906 10.9192
Both 0.5224 7.906 10.9192

From Table 4 it can be seen that the performance of affec-
tive dimensions is quite competitive, we obtain performance
that compares with the baseline. Slightly better results were
obtained for the North Wind data set, in fact the combina-
tion of videos from both data types did not boosted the
performance of the regressor.

Results from Table 4 are very interesting: they are ini-
tial evidence on the usefulness of affective dimensions for
depression recognition; to the best of our knowledge, affec-
tive dimensions have not been used previously as features
for depression recognition. Although the results are not
as good as we wish, it is clear that we can develop other
methods/representations that can take more advantage of
affective dimensions for recognition. The next section shows
that the combination of these features with additional infor-
mation and under our proposed approach results in better
recognition performance.

6.2 Direct prediction
This section reports the performance of the direct predic-

tion strategy: making predictions with mono-modal mod-
els trained on consolidated features, see Figure 1. Table 5
shows the depression recognition performance obtained by
the direct strategy when using each of the mono-modal tech-
niques. For these experiments, the models were trained us-
ing the training data set and the performance of models was
evaluated on development data sets.

For this particular experiment we used the Relief [8] fea-
ture selector in order to use only the best features from each
modality. For the audio modality we used a support vector
machine regressor, whereas a Gaussian process was used to
generate the video based models.

Table 5: Experimental results obtained by the direct

prediction approach using consolidated attributes.

Modality Correlation MAE RMS

North Wind

Audio 0.4811 8.902 10.6195
Video Voice 0.3156 9.4721 11.51
Video Silence 0.4573 9.6723 11.18
Audio+Video∗ 0.6026 7.7969 9.7873

Free Form

Audio 0.6864 7.4895 8.9676

Video Voice 0.1146 8.64 10.4754
Video Silence 0.0614 8.7861 10.2169
Audio+Video∗ 0.6534 7.4723 9.0336

Audio+Video (*) means that audio features were combined with
both Video Voice (VViddeo) and Video Silence (SVideo).

It can be seen from Table 5 that the performance of most
of the models is competitive with the corresponding base-

line results [13]. Better results were obtained for the Free
Form data sets, although even the performance on North
Wind was somewhat positive. Regarding the performance
when considering different modalities, it can be seen that
using audio alone and combining audio and video features
yield the best performance. Using attributes extracted from
video on silence segments alone did not result in competitive
performance.

Comparing the best result from Table 5 and those from
Table 4, it can be seen that the inclusion of audio features
(in addition to the affective dimensions) resulted in slightly
better performance in MAE, however, the difference in terms
of RMSE is considerable. Hence, it seems that affective di-
mensions and the audio features from Section 4 are compli-
mentary.

Table 6 shows the performance of the direct prediction
strategy when using majority voting instead of feature con-
solidation to generate predictions.

Table 6: Experimental results of direct prediction

by majority vote approach.

Modality Correlation MAE RMS

North Wind

Audio 0.43804 8.7660 10.800
Video Voice 0.16385 9.7447 11.832
Video Silence 0.38159 9.7692 11.419
Audio+Video 0.4678 9.1763 10.5641

Free Form

Audio 0.34598 10.146 13.447
Video Voice 0.23876 8.6591 10.714
Video Silence 0.32435 8.4634 9.8414

Audio+Video 0.3759 9.1512 11.0124

From Table 6 it can be seen that, in general, the feature
consolidation approach (see Table 5) outperform the major-
ity voting strategy (Table 6). Thus, it seems that the fea-
ture consolidation approach can be more beneficial for the
meta-classifier fusion strategy. It is interesting that for the
majority voting strategy the best result was obtained when
using the model from video-silence.

6.3 Meta model
Once we have analized the performance of mono-modal

predictors, we assess the performance of the proposed meta-
classifier based fusion approach. Table 8 shows the results
of this experiment. We show the performance of the meta-
classifier approach when this model is trained from the out-
puts of predictors trained on consolidated features, vs. when
considering the majority vote outputs. For this experiment,
the models were trained on the training data set and the
performance was evaluated on the development data set.

Table 7: Experimental results of meta-classifier.

Modality Correlation MAE RMS

Feature consolidation

Audio+Video 0.7261 6.7862 8.3058
Majority vote approach

Audio+Video 0.5209 7.9641 10.1376



It can be seen from this table that, although both meth-
ods offer competitive performance, better results were ob-
tained with the feature consolidation formulation. The per-
formance of the meta-classifier trained on consolidated fea-
tures outperforms the results reported by the organizers
in [13].

6.4 Results on test data
From the results obtained in the previous two sections,

we can select the configurations of our method that are to
be evaluated on test data (recall that the evaluation on test
data was done by the organizers, see [13]). Specifically, we
decided to submit, on the one hand, the best mono-modal
direct prediction model and on the other hand the best con-
figuration obtained with the meta-classifier. Table 8 shows
the test set performance of our best models.

Table 8: Results on submitted predictions

Modality MAE RMS

Direct Prediction

Audio Freeform 9.3539 11.9165
Meta-classifier

Audio+VVideo+SVideo 8.9910 10.8239

From Table 8, it can be seen that (in agreement with
our experimental study) better results were obtained by the
meta-classifier. As before, the performance of this variant is
competitive with the baseline approach described in [13].

7. CONCLUSIONS
This paper introduced a novel approach to depression

recognition from videos. The distinctive features of our pro-
posal are a voice/silence segmentation process, the use of
affective dimensions as attributes, a feature consolidation
procedure and a fusion scheme based on a meta-classifier.
We assess the performance of different aspects of the pro-
posed approach and compare it with alternative techniques.
From the experimental analysis we can conclude:

• Our experimental study reveals that using affective di-
mensions as attributes for depression recognition is a
promising and fruitful approach. In addition to the
performance assessment, we found that when mixing
affective dimensions with more than 2000 acoustic fea-
tures and applying a feature selector, affective dimen-
sions always appeared within the top-5 most discrimi-
nant features.

• We found that the proposed clip-segmentation approach
performs better than the one provided by the organiz-
ers. This is due to the fact that smaller voice segments
are generated, and that we applied a postprocessing to
remove sounds other than voice from segments.

• The direct prediction strategy proved to be very effec-
tive when compared to the other variants. Specifically,
a mono-modal audio-based model, is quite competitive
with our multi-modal approach.

• The meta-classifier based fusion-scheme proved to be
very helpful for depression recognition. In particular,
the meta-classifier over mono-modal models trained on

consolidated features. This result also provides evi-
dence on the usefulness of feature aggregation.
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