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ABSTRACT
Phishing sites have become a common approach to steal sen-
sitive information, such as usernames, passwords and credit
card details of the internet users. We propose a semisuper-
vised machine learning approach to detect phishing URLs
from a set of phishing and spam URLs. Spam emails are
the source of these URLs. In reality, the number of phishing
URLs received through these spam emails is fewer compared
to other URLs. Our study is targeted to detect phishing
URLs in a realistic scenario of a highly imbalanced data set
containing phishing and spam URLs with 1:654 ratio. To
train a learning algorithm labeled URLs are needed, where
manual labeling is a common approach. Given that it is not
feasible to manually label all the URLs from large data sets,
we propose reducing manual intervention by labeling only
10% of the URLs manually and using a semisupervised learn-
ing algorithm. We compare the proposed approach with a
supervised learning approach. Evaluation results show that
our proposal is competitive if it is applied in combination
with appropriate feature selection and undersampling tech-
niques.

Keywords
Phishing URLs Identification, Semisupervised Learning, Im-
balanced Data

1. INTRODUCTION
With the increasing use of the Internet for online trans-

actions, criminals have become very active in stealing sensi-
tive information using phishing websites. Phishing websites
cheat users by making them feel that they are in a secure
website by exploiting the use of URLs and design of web
pages. In most cases, users receive emails with links to web-
pages where the true URL may not be seen until the link is
clicked. Users are unable to judge by looking at these links
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if they are redirected to a safe website or not.
Global Phishing Survey[5] shows that there were at least

67,677 phishing attacks worldwide in the second half of 2010
and shows the number of attacks is increasing. Phishing
Trend Report[4] shows that in the second quarter of 2010,
the most targeted sectors are payment services with 38%,
financial services with 33% and classifieds having 6.6% of
total phishing attacks. It also shows that the United States
still remains the top country to host phishing sites. Thus,
efficiently identifying phishing URLs has become a great ne-
cessity and challenge in the present context.

The basic approach for phishing URL detection is the
blacklisting approach. Blacklisting works on the basis of
a pre-compiled database of URLs those at some point were
found to be phishing sites. The database may not be up-
dated with new phishing URLs and thus may become obso-
lete very quickly. In order to alleviate this problem, several
machine learning techniques are applied to detect the phish-
ing URLs on the fly. These automatic techniques deal with
phishing URL detection as a classification problem. Most
of the previous phishing URL identification experiments ap-
ply a supervised learning approach and deal with a small
and balanced data set[9][13][14]. When a supervised ma-
chine learning technique is used for the classification, it re-
quires large amounts of training data that is manually la-
beled. When the data set is very large, it is not feasible to
manually label the URLs, as the cost of labeling is very high.
Our study is focused in reducing the cost of training a super-
vised algorithm by relying on fewer manually labeled data.
In order to reduce the manually labeled data, we propose
to apply a semisupervised approach and train the learning
algorithm by a collection of manually labeled and pseudo
labeled data. We show that this approach of using only 10%
of manually labeled data is able to detect phishing URLs
comparative to a fully supervised approach.

When any classification algorithm is applied to an imbal-
anced data set, the classifier tends to be biased towards the
majority class[7][10][12][19]. The problem of classification
becomes worse when the minority instances are very few in
numbers. In a realistic scenario, the number of phishing
URLs is never equivalent to the spam URLs. Rather, the
number of phishing URLs is fewer compared to spam URLs.
Our work is directed towards detecting phishing URLs from
a realistic occurrence of a highly imbalanced data set.

Thus, our overall approach is focused on two different
studies: i) reduce the manually tagged data and ii) over-



come the problem of an imbalanced data set. Our proposed
approach is able to identify phishing URLs with 7.5% Cu-
mulative Error Rate. Our study is different from previous
work in many aspects including applying a semisupervised
approach, using only lexical features generated from URLs,
a realistic distribution of spam and phish data with an av-
erage ratio of 1:654 and a diverse data set containing a very
broad feed of phishing URLs targeting 392 different brands.

The remainder of this paper is organized as follows. Sec-
tion 2 discusses previous related work. Section 3 gives the
overview of our proposed methodology and the feature se-
lection method to train the model. Section 4 covers the data
set details. Section 5 describes the data selection approach
and performance evaluation methods. Section 6 covers the
results and its evaluation. Finally, Section 7 covers discusses
our findings and final remarks.

2. RELATED WORK
The characteristics of phishing URLs are different from

the legitimate URLs. McGrath et al.[15] study by comparing
the phishing URLs from PhishTank and MarkMonitor with
the regular URLs from DMOZ and show that the phishing
URLs are shorter in length than the regular URLs. They
show that 50-75% of phishing URLs contain the name of
the brand that they target either in top level domain or in
the path of URLs. The domains of phishing URLs also tend
to use fewer vowels and contain fewer unique characters.

The basic technique of phishing URL detection is through
the use of antiphishing toolbars in the browsers. These come
as an extension of web browsers and warn users when they
are visiting a suspected phishing site. Nevertheless, these
do not offer a high level of protection, and are not always
up to date. Wu et al.[18] present a study on five different
toolbars, SpoofStick, Netcraft Toolbar, Trustbar, eBay’s Ac-
count Guard, and SpoofGuard, and show that security tool-
bars are ineffective in preventing phishing attacks since the
users fail to pay attention on warning given by the toolbars.

Based on the types of features used for the classification
of URLs, there are mainly three different approaches using
machine learning. They are: using content based features,
lexical features, and host based features. Some of the studies
also use a combined approach of using lexical and host based
features for phishing detection.Wenyin et al.[17] present the
content based approach of phishing webpage detection. This
approach first decomposes web pages into salient block re-
gions and evaluates visual similarities between benign web-
pages and phishing webpages. The similarity is calculated
in three parts, viz. block level similarity, layout similarity,
and overall style similarity. Though this approach works
well, detecting webpages using visual similarity may not be
too adequate for a real time classification and it may be
harmful to download the phishing webpage. This approach
is more useful for a true webpage owner who wants to detect
phishing URLs targeted to his webpage.

Work of Ma et al.[14] demonstrates the detection of mali-
cious websites using both lexical and host based features of
URLs in a balanced set. They use a data set of 20,000 URLs
per day having an average benign to malicious URLs ratio
of 2:1 and applies various online algorithms such as Percep-
tron, Logistic Regression with Stochastic Gradient Descent,
Passive Aggressive and Confidence Weighted algorithms to
compare with a batch processing algorithm (Support Vector
Machine), and demonstrates that online learning algorithms

work better than batch learning for detecting malicious web-
sites. Another similar work is Blum et al.[9] that focuses on
classification of URLs based on lexical features using online
learning.

Le et al.[13] show that lexical features of URLs are suffi-
cient for the classification of URLs. They use five different
combinations of data sets collected over a short duration of
time, the largest data set having 6083 phishing and 8155 non
phishing URLs. They compare several learning algorithms
and propose to use an Adaptive Regularization of Weights
(AROW) method that is able to overcome noisy training
data. Similarly, Nimeh et al.[6] use a data set of 2889 phish-
ing and legitimate emails with 59.5% legitimate emails to
compare machine learning techniques in predicting phish-
ing emails. Among several machine learning methods, they
propose that, the learning methods are dependent on the
problems and must apply measures that best fit the prob-
lems.

To the best of our knowledge, there has been no study
on detecting phishing URLs that deals with a skewed distri-
bution of instances that is expected in realistic conditions.
Most of the above mentioned approaches deal with a small
and balanced data set. Though online learning approach is
more dynamic than batch learning and is faster in execu-
tion, both will suffer with imbalanced data sets. Moreover,
these approaches require all the training data to be pre-
labeled. When the data set is large, the cost of labeling all
the instances in it is very high. Thus, the above mentioned
approaches become infeasible in a large and imbalanced data
set.

3. PROPOSED METHODOLOGY
Similar to previous works, we deal with phishing URL de-

tection as a classification problem. We apply a semisuper-
vised approach of learning to train the classifier to detect
the phishing URLs. We conduct training and testing on a
daily basis. For each day of testing, data from previous days
is used to train the classifier.

Section Example
URL http://update.paypal.com.3dx0v1k47fiu95-

dsn7m37s23a52c25g26m3dx2sv5u1x1.3dx0-
v1k47f1pm4vf7u95de2n7m3k471p52m2iu5t-
3xc3a0a3k7f1pm4vf7u34de.autoextraparts-
.com/cgl bin/webscr.html?cmd=5885d80-
a13c0db1f22d2300ef60a67593b79a4d0374-
7447e6b625328d36121a1e7043d426372b26-
4a16877a137a6684ae7043d426372b264a16-
877a137a6684a

Scheme http
Authority update.paypal.com.3dx0v1k47fiu95dsn7m3-

7s23a52c25g26m3dx2sv5u1x1.3dx0v1k47f1-
pm4vf7u95de2n7m3k471p52m2iu5t3xc3a0-
a3dk7f1pm4vf7u34de.autoextraparts.com

Path cgl bin/webscr.html
Query cmd=5885d80a13c0db1f22d2300ef60a6759-

3b79a4d03747447e6b625328d36121a1e704-
3d426372b264a16877a137a6684ae7043d42-
6372b264a16877a137a6684a

Table 1: Parts of a URL

Since the number of negative instances is very large com-



General Features (17) Domain Features (11) Path Features (10) Query Features (9)
Length of URL Top Level Domain All Path Query0
URL Dot Count Domain1 Last Path Query1
URL Token Count Domain2 Path1 Query2
Domain Length Domain3 Path2 Query3
Domain Dot Count Domain4 Path3 Query4
Domain Hyphen Count Remainant Domain Path4 Query1.Query0
Domain Token Count Domain1.Domain0 Path1.Path0 Query2.Query1
Path Length Domain2.Domain1 Path2.Path1 Query3.Query2
Path Token Count Domain3.Domain2 Path3.Path2 Query4.Query3
File Name Domain4.Domain3 Path4.Path3
File Extension All Domain
Query Length
Query Tokens Count
Is IP Address
Valid Domain Tokens Count
Port
Protocol

Table 2: Features of URL

pared to the number of positive instances, we undersample
the training data to make the number of negative instances
comparable to the number of positive instances. From the
set of positive and undersampled negative instances, we se-
lect relevant features from all the URLs to create feature
vectors and use them to train the classifier. We also apply
the feature reduction techniques to improve the performance
that are discussed in section 3.2.

We use Support Vector Machine Light (SVM Light) as the
classifier[11] in our task.

The sections below describe the format of the URLs, their
parts, and the way we represent them.

3.1 Parts of a URL
According to RFC1738 standard[3], a URL can be broken

down into the following parts.

<scheme>://<authority:port>/<path>?<query>

We see that the scheme is separated by “:” from the rest
of the URL. After scheme, URLs contain authority, which
is the domain of the URL and is separated from scheme by
“//”. Similarly, authority and path are separated by “/” and
path and query are separated by “?”.

Tokens within authority are separated by “.”. Path tokens
are separated by “/”. Query tokens are separated by either
“;” or “&”. Table 1 shows the division of a URL into its
various parts.

3.2 Feature Selection
In our project, 47 different feature types are created from

the tokens of different parts of a URL, and the features are
represented by a Bag of Words representation. A URL is
divided into four parts: scheme, authority, path and query.
Features are extracted from each of these parts. According
to the information content of the feature and the parts from
where they are generated, the features are divided into four
groups.

• General Features: There are seventeen general fea-
tures that are related to the structure of URLs includ-
ing the length of URL, number of tokens, whether it
contains an Ip-address or not, protocol used etc. We

also use a feature to know the number of valid dic-
tionary words contained in a domain. This feature is
named as Valid Domain Token count. These features
are listed in Table 2 under column 1.

• Domain Features: There are 11 features that are
generated from the domain of a URL. Domain of a
URL is split into parts by “/”, “?”, “=”, “,”, “-”, “ ”, “&”
and “.” characters and various combination of these
parts are used to generate domain features. The list
of features are shown in the second column of Table 2.

• Path Features: This group of features includes 10
features related to the unigram and bigram of path.
Path of a URL is split into parts by “/” and are used to
generate path features of URL. Details of path features
are shown in the third column of Table 2.

• Query Features: These features are related to the
query of a URL. A query is split into parts by “;” or
“&”and unigrams and bigrams of these tokens are used
to generate query features. There are 9 features gen-
erated from queries. These features are shown in the
fourth column of Table 2.

Binary weight, i.e. 0 or 1, is assigned to each feature. To
reduce the data sparseness, we removed the features that
are present only once in the whole data set.

4. DATA SET
The data set used in this research was collected from

November 1st 2010 to January 31st 2011. There are two
categories of URLs within the data set: phishing and spam.
The set of 65,855 phishing URLs were obtained from a trusted
research partner. These URLs were processed by the anti-
phishing company’s system and labeled as phish. Many of
these URLs were manually reviewed to ensure the accuracy
of the labels and the number of false positives in this data
is less than 1%. The set of 43,086,508 spam URLs were
extracted from the same date range of spammed email mes-
sages in the UAB Spam Data Mine. M86 Security Labs[1]
claims that less than 0.01% of spammed URLs are phish.
MessageLabs[2] gives a slightly higher number, closer to



Figure 1: Percentage of Phish to Spam ratio

0.25%. Therefore by taking into account the number of
removed URLs from the spam set, there should be a low
number phishing URLs remaining in the spam URL set, and
thus, we assume this has a small effect on the false positive
rate. The ratio of phish to spam URLs is shown in Figure 1.

Our data set consists of phishing URLs that are targeted
for 392 different brands. Of the 392 different target brands,
there are 131 target brands having one phishing URL for
each. Similarly, the next 42 brands have only 2 phishing
URLs targeted to them. We consider this phish set a very
diverse set and argue that this is much more diverse to phish
used in previous works1. The most targeted brands in our
data set are shown in Table 3.

Target Brands Phishing URLs
Paypal 20409

Chase Bank 5003
Wells Fargo 4912

HSBC 3907
Bank of America 3432

Table 3: Most targeted brands by phishers

5. EXPERIMENTAL SETUP
In this section, we discuss our data selection approach to

train the classifier and the performance evaluation methods.

5.1 Data Selection and Undersampling
Our data set is highly imbalanced and is dominated by

the non-phish class, which is a great challenge in automatic
data classification. A number of approaches have been used
to address the imbalanced data problem. The commonly
used techniques are: undersampling majority instances or
oversampling minority instances to balance the training set.
There are also approaches like feature selection in which
the features with high information and most indicative of
membership are selected and used for the classification[19].
In a feature selection approach, the goal is to find the value of
each feature, selecting only those features that contain high
association with the class. But, when the number of features
is very large, finding information of features becomes an
expensive overhead and requires high processing time.

Chawla et al.[10] propose the Synthetic Minority Over-
sampling Technique (SMOTE) algorithm to oversample the

1Work by Blum et al.[9] states that their phishing URL set
is targetted to 177 different brands

minority class. This technique creates new minority class in-
stances that lie between an instance and its neighbors using
k nearest neighbors of existing instances and their features.
Akbani et al.[7] use SVMs for the classification and apply
SMOTE with Different Costs (SDC) approach, which is the
combination of SMOTE and using different error costs for
positive and negative instances. One of the disadvantages
of these approaches is that it adds more instances in the
existing data set and increases the data set which indeed
increases the processing time. Therefore, when the number
of instances is large, oversampling is not a good approach.
Similarly, Kubat et al.[12] use one sided selection (undersam-
pling) approach where all the minority class instances and
a subset of instances from the majority class are selected to
train the classifier.

Because of the very large number of instances in our data
set, our study uses an undersampling approach as in[12],
which reduces the number of negative instances and make
them equivalent to positive instances to train the classifier.

In our experiments, we use 15 days of data prior to the
test day to train the classifier. This is chosen since it gave
us the best results in our previous experiments.

5.1.1 Supervised Learning
Training in supervised learning is done by using only the

manually labeled URLs. To train the classifier in this ap-
proach, we apply undersampling to select the spam URLs
and upsampling of the phishing URLs. We select phishing
URLs from the last 15 days before the test day and spam
URLs from only one day before the test day. Spam URLs
are selected by random undersampling such that number of
spam URLs is twice the total number of distinct phishing
URLs of 15 days. Figure 2 shows how we select the training
data on 25th day of the experiment.

Figure 2: Training data selection in supervised
learning

All the phishing URLs are upsampled by using each of
the phishing URLs twice to create the feature vector. In
feature selection, we remove those features that are present
only once to reduce the data sparseness. Thus, upsampling
of phishing URLs is done to preserve all the features of the
phishing URLs.

5.1.2 Semisupervised Learning
In semisupervised learning, manually labeled as well as

unlabeled data are used to train the classifier. A classifier is
first trained with labelled data and tested with a subset of
unlabeled data. The label predicted by the classifier on the
previously unlabeled data is now used in combination with



the manually labeled data to train a new classifier. The data
labeled by the classifier and used for training are referred as
pseudo labeled data.

Figure 3: Training data selection in semisupervised
learning

In this approach, we use these manually labeled as well
as pseudo labeled data to train the classifier. Moreover, we
apply only undersampling of data in this approach. In this
approach, we have labeled URLs in each 10 days interval.
To test URLs on any day, we select the latest maximum 7
days labeled URLs and the latest minimum 8 days of pseudo
labeled URLs, apply undersampling in each days’ data and
use this set in training the classifier. Thus, the total data
used for training will always be of 15 days. But, the propor-
tion of manually labeled and pseudo labeled data may be
different depending upon the day when the testing is done.
As in Figure 3, to test URLs on 38th day of experiment,
there are only 4 days of manually labeled URLs and the
remaining 11 days of pseudo labeled URLs. But, to test
data on the 87th day, we have the latest 7 days of manually
labeled URLs and the latest 8 days of pseudo labeled URLs.

For manually labeled data of each day, undersampling of
spam URLs is done at random such that the spam and phish-
ing URLs are equal. For pseudo labeled data of each day, we
first order the positive and negative classified instances by
their confidence value and select the highest confident data
such that the number of positive and negative instances each
are at most 1200.

5.2 Performance Evaluation Metrics
The commonly used performance measures in text clas-

sification are Precision, Recall and F1 measures. These
measures work well in a balanced data set but are not a
good way to measure performance of imbalanced data clas-
sification[12]. In an imbalanced data set, a classifier always
tends to be biased towards majority class. These perfor-
mance measures give equal importance to the misclassifica-
tion made on positive and negative instances. In a highly
imbalanced data set, it is better to give different weights
to the misclassification of positive and negative instances[8].
Thus, we use Balanced Success Rate (BSR) to measure the
performance of our approach. Balanced Success Rate is the
arithmetic mean of specificity and sensitivity as given in
Equation 1.

BSR =
Speicificity + Sensitivity

2
(1)

Specificity and sensitivity are the statistical measures where
sensitivity measures the proportion of positive instances that
are identified correctly, while specificity measures the pro-
portion of negative instances that are identified correctly,

out of the total numbers of instances in the test set.

Sensitivity =
TruePositive

TruePositive + FalseNegative
(2)

Specificity =
TrueNegative

False Positive + TrueNegative
(3)

We also use Cumulative Error Rate (CER) to measure the
percentage of phishing URLs that are misclassified. Cumula-
tive Error Rate is the ratio of cumulative sum of the number
of false negatives to the cumulative sum of the number false
negatives and true positives. Cumulative Error Rate on the
nth day is calculated as shown in equation 4 .

CER =

∑n
i=1 FalseNegativei∑n

i=1(FalseNegativei + TruePositivei)
(4)

6. EXPERIMENTAL RESULTS
The Cumulative Error Rate(CER) and Balanced Success

Rate(BSR) of the experiment done for three months of data
are shown in Figures 4 and 5 respectively. From these fig-
ures, we see that there is a very small difference in Cumu-
lative Error Rate and Balanced Success Rate of supervised
and semisupervised learning.

In Figure 4, we see the cumulative error rate of the two
methods are almost the same towards the end of the exper-
iment. But, in the beginning of the experiment, semisuper-
vised learning has a greater error rate. This is because in the
initial days, the number of labeled data is smaller and the
classifier could not generalize well. But towards the end, the
labeled data used for training goes on increasing, and this
helps improving the classification accuracy. Thus, towards
the end of experiment, we see the performance of these two
methods are almost equivalent. This shows that, instead
of applying a fully supervised method, application of the
semisupervised learning approach helps the classifier reach
performance almost equivalent to the supervised approach
and greatly reduces the manually labeled data.

In Figures 4 and 5, we see a sudden change on 42nd

(13th December) and 77th (17th January) day of the exper-
iment. This change is not seen in the semisupervised ap-
proach on the 42nd day as the classifier was not well trained
until this day. This sudden rise in CER and fall in BSR is
seen due to a high false negative rate. Further investiga-
tion found that the technique is unable to detect a couple
of large sets of URLs that contain different domains but
all have the exact same path. These URL sets, hereafter
referred to as “tilde phish” are the results of web servers
configured to allow a file path to be shown on any of the vir-
tual domains hosted on that server. On a web server host-
ing both “domainxyz.com” and “domainabc.com”, a phish
may be placed at the server path /∼user/myphish/. Every
domain on that server would now be capable of observing
this phish, making “domainxyz.com/∼user/myphish/” and
“domainabc.com/∼user/myphish/” appear as valid phishing
sites. These additional virtual server phishing URLs are not
being observed in the wild, but are being reported through
at least one phishing feed provider, which is propagating
through many users of that feed. In servers with large num-
bers of virtual domains, there may be more than 1,000 URLs
all sharing the same URL path, which can cause an artifi-
cially inflated value to be assigned to those paths.

Historically another example of “over-counting” exists in
previous data sets containing“Rock Phish”URLs. The crim-



Figure 4: Cumulative error rate in supervised and semisupervised learning

Figure 5: Balanced success rate in supervised and semisupervised learning

inal group known as Rock Phish throughout the industry
created many randomly generated machine names on the
same primary domain that could all point to one phishing
website and were at one point in time said to have been be-
hind around 50% of phishing websites[16]. Because of the
randomly created URLs, a single domain could be seen to
have tens of thousands, or even hundreds of thousands of
URLs, all of which resolved to phishing sites. Again, ma-
chine learning techniques would naturally assign an overly
strong weight to features found in these domain names, and
this trend is noted in several previous research papers. To
provide an accurate view of the true risk, another experi-
ment is run using a subset of phishing URLs, 37,071, not
including tilde phish to show how these types of URLs may
or may not have an effect on the error rate2 applying semisu-
pervised learning using pseudo labeled data.

This experiment is run using the semisupervised approach
of learning in the original dataset and the dataset removing

2Previous researchers have noted the presence of such URLs,
but have not shared the results over their techniques if the
data is removed.

the tilde URLs. The Cumulative Error Rate and Balanced
Success Rate for the experiment are in Figures 6 and 7 re-
spectively. Figure 6 shows that, the cumulative error rate
reduces greatly when we remove tilde URLs and there is no
sudden rise in the cumulative error rate on 42nd and 77th

day of the experiment. Thus, we can say that, the abrupt
appearance of tilde phish on any day makes it difficult to
identify the phish and results to rise in the detection error
rate. Similarly, in Figure 7, we see that there is no sudden
decrease in BSR on the 42nd and 77th day.

The smaller number of URLs available for training in tilde
removed data set causes the rise in false positives. Thus the
Balanced Success Rate of tilde removed data set is fewer
than in the original data set. The BSR curve in Figure 7
shows there is a decrease in BSR on the 1st of December and
1st of January but there is no abrupt change in cumulative
error rate. This drop is seen in both the original and tilde
removed data set though the effect is less on 1st of January
in the original data set. This decrease in BSR on these days
is due to the increase on the false positive rate. We obtained
our spam data set in three different bundles of three months.



Figure 6: Cumulative error rate in original and tilde removed data using semisupervised learning

Figure 7: Balanced success rate in original and tilde removed data using semisupervised learning

So, there may be a sudden change in the type of spam URLs
that we received. Due to the abrupt change in the spam
URLs in different months, the classifier trained by using
previous months’ data is unable to detect the spam URLs in
the start of new months. After the 1st of December, the BSR
curve tends to rise which shows that when the classifier is
trained with the data of 1st of December, it is able to detect
spam URLs. But, the BSR curve is still unable to rise after
the 1st of January until 11th of January. This is due to
the use of pseudo labeled URLs for training. On the 11th of
January, the classifier is trained by baseline URLs of the 10th

of January, so it is able to detect spam URLs more properly.
Moreover, the number of phishing URLs after removing tilde
URLs is reduced to almost 50% of the original ones. So, this
reduces the number of URLs used for training and hence, the
classifier could not be well trained due to very few training
data. Thus this is seen more in tilde removed data set than
in the original data set.

Going through the results of these experiments, we dis-
covered the following kinds of URLs that are misclassified:

1. Some very short URLs like “http://epoqdpu.tk/” are

misclassified because of the small number of features
present in it. There are some URLs that have Ip-
address present in them. These types of URLs are
also misclassified.

2. Some of the very long spam URLs having a greater
number of features are misclassified. The reason be-
hind the misclassification might be due to random un-
dersampling which might have excluded URLs with
very high information from the training. So, these
types of URLs are misclassified.

3. There are shortened URLs such as“http://x.co/L4Qn”
present in the data set which are also not classified cor-
rectly. These shortened URLs do not have any infor-
mation in them. Similarly, there are many spam URLs
that are invalid. These invalid URLs when selected for
training might have affected the classifier and reduced
the performance of classifier.

7. CONCLUSION



This paper presents a study on automatic phishing URL
identification under realistic conditions, where the data is
highly imbalanced and the phish data set is very diverse.
Previous work have presented results with artificially bal-
anced sets and proposed to use learning algorithms that re-
quire very large amounts of labeled data, which is highly
expensive. Our study attempts to answer the following two
questions:

How much we can reduce manually tagged data: We show
a comparative analysis of a supervised learning using all the
manually tagged data and a semisupervised learning using
only the 10% manually tagged data to identify the phish-
ing URLs. The experiment shows that the semisupervised
approach is able to identify phishing URLs comparative to
using the supervised approach with a 7.5% Cumulative Er-
ror Rate.

How we can overcome the problem of imbalanced data: We
use a highly imbalanced dataset having a realistic distribu-
tion of phishing and spam URLs with ratio 1:654 and a very
diverse phishing data set targeted to 392 different brands.
Applying an undersampling technique and an appropriate
feature selection and data selection method is able to alle-
viate the problem.

Our approach is acceptable because of its good accuracy
in detecting phishing in an imbalanced data set and is able
to reduce manually tagged URLs up to 10% of the total
URLs.

As future work, we could to evaluate other techniques for
undersampling. One of them may be applying clustering
approaches to group similar URLs and select URLs from
all the clusters. This helps us to include diversity of URLs
and their features in training and may help in improving the
performance. Future work could also involve using feature
selection strategies to identify the most important features
of URLs and train the model. This helps us to reduce the
feature set and helps to improve the performance and effi-
ciency.
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