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Abstract. This paper presents results on a preliminary study usintastio in-
formation to predict language dominance in Spanish-Ehdlisngual children.
Our approach uses a bag of syntactic grammar rules takenrfaoratives in En-
glish and Spanish. We then measure prediction accuracyegaazing children
into Spanish-dominant, English-dominant, and Balancdihdgial. The results
are competitive to previous work using a much larger andrde/set of features
with shallow syntactic analysis. This paper shows the piztebenefit of adding
a deeper syntactic analysis for modeling language in yotiidren, even in the
case of having mixed language samples.

1 Introduction

In the field of communication disorders, the analysis of $apeous language samples
is a common practice to determine language status of childggically, this involves
a very expensive process of manually coding and analyzieggtsamples to find pat-
terns that are known to be good clinical markers. For theyaigbf language from
monolingual children, especially English-speaking at@td there is a vast amount and
breath of research that supports the use of these clinicedersa However, for bilin-
gual populations the literature is not as extensive, alghduis steadily growing. One
task considered critical by clinical researchers whenyanirad) language from bilingual
children is identification of language dominance. Thatrigrder to make final recom-
mendations or diagnosis, it has been found to be criticahtmkwhich language, if any
of the two, is more developed in the child. Recent researcbhimmmunication disorders
presents two approaches for determining language dorariamdingual children, one
based on measures of language exposure [1] and the otheasad bn measures of



language productivity [8], although the former seems to beawidely accepted. How-
ever, robust determination of language exposure is vergmsipe, as it requires parents
and teachers to keep track of the amount of input and outpchitefren over a period
of time, typically a week.

Previous work by Solorio et al. from the Natural LanguagecBssing (NLP) com-
munity has looked at a corpus driven approach for this prolé determining lan-
guage dominance [12]. They framed this problem as a texsifilzation task, where the
classes are the three potential language dominance catgdgénglish dominant (ED),
Spanish dominant (SD), and balanced bilingual (BB), and éx¢racted a large variety
of features from the language samples to train a machinegiteaclassifier. In this pa-
per we follow the idea of using a machine learning algorithot,the set of features we
explore here are purely syntactic, and were not explorelddmiork mentioned above.
Our results show that deeper syntactic information cariggsrelevant content for the
task of determining the language dominance of Spanishiginigilingual children. We
extract features from the parse trees generated by off #leésgmtactic parsers for En-
glish and Spanish, then we train a learning algorithm usitigeaset of syntactic rules
founds in each transcripts as feature, we called it bag esr(BOR). The accuracy
results obtained by our simple syntactic based approachigher than several of the
features presented in previous work. We speculate that icamgithis information with
that in Solorio et al.’s paper can lead to even higher acéesac

2 Work Related

Previous work has used NLP techniques to help in the areasmfmunication dis-
orders. In [3], in order to predict language impairment innolingual English and
Spanish-English bilingual children, they used six setseaitdires to build a compu-
tational model: language productivity, morphosyntackitls vocabulary knowledge,
speech fluency, perplexities from LMs and standard sconethi$ previous work the
best result reported was around 60% of F-measure. In a moeatre/ork, an addition
of 3 sets of features to previous features was proposedriicylar, demographic infor-
mation, syntactic complexity, and POS n-grams, were ireditd predict the dominant
language in bilingual children [12]. This more recent wodklad some syntactic infor-
mation as features but only at the level of part of speech fHuys best result obtained
in this work was 72% of accuracy.

On the other hand, NLP techniques have also been explorbd ahetection of mild
cognitive impairment [11], where features such as YngveFknadier scores, together
with features derived from automated parse trees are eglorthat work to model
syntactic complexity. And similar features are used ingifecation of language samples
as belonging to children suffering autism, language impairt, or none of the above
[10].

The last two approaches inspired us to explore the use afretion generated by
automatically parsing the language samples. The featasethey are proposed here,
have not been used in previous work. In this sense, the yovketiur study is the use
of a representation analogous to bag of words that usedaimpatterns as extracted
from parse trees. The next section describes our propostuehchien more detail.



3 Proposed Approach

The goal of the task is the prediction of language dominarice child into one of
three core categories: BB (balanced bilingual), ED (Eihglisminant), and SD (Span-
ish dominant). Since we want to streamline the process gliage analysis as much as
possible, we restrict the feature set to features that cautmnatically extracted from
the transcripts. Moreover, since previous work for aut@ddinguage dominance pre-
diction has not explored the use of parse trees, or featiaeged from parse trees,
we study in this work their contribution to developing an@aete model for this task.
We expect that children at similar stages of language aitiguisvill have mastered a
similar set of grammatical constructions and that this caeiploited by a learning al-
gorithm. An interesting twist in this classification taskhe fact of having information,
language samples, in each of the two languages. While itdglywiaccepted that in a
bilingual population is important to assess languagetsut both languages, it is less
clear how to do this in a machine learning scenario. Here xptoee different ways to
combine the observed samples in both languages.

The idea of this study is very simple. It consists of the fwilog steps:

1. Automatically parsing the transcripts. In this step we generate a set of parse trees
for each transcript using trained monolingual parsersaBse we lack gold stan-
dard parse trees of bilingual child language, we are asguthat a parser trained
on mostly adult language will not have a major negative ¢ffeour proposed so-
lution. However, it should be noted here that the noise froengarse trees is not
only coming from the differences between adult languagsiroots and those from
children, but also from the mixed language input. As ex@éiim the following sec-
tion, children are prompted to elicit the language sampiesnie target language,
but very frequently these children code switched betweein tivo languages. Our
assumption is that because this noise is systematic, tserpaill make consistent
decisions when unexpected tokens appear during analysigl hot have a ma-
jor effect on classification accuracy into language domieaBut we do recognize
that if careful analysis will be performed on the parse tré®ssn adaptation of the
parsers, to both child language, and mixed language inpghtrbe needed.

2. Finding rules. Using every parse tree for a transcript, we find each ruleefdrm
of « — [, wherea is the root of a subtree and is the set of children in that
particular subtree. Because we are more interested in gasicahstructure than
in the actual vocabulary, we only add to the list those rutgsmvolving a lexicon
entry.

3. Creating the representation of transcripts Once we gather the lexicon of gram-
mar rules fired in the training set, we used them as featuneptesent each tran-
script. This representation is analogous to BOW (bag of sjprdut instead of
words we have rules, thus we refer to this representatiorod® pag of rules). We
also use standard Boolean weights for the rules. The iatuisi that it is enough to
observe a syntactic construct once to assume the child realstt construction.

4. Training a model for language dominance prediction.Each transcript in the
training set is transformed into a BOR vector. Then we useaadstrd machine
learning algorithm to train a model. We assume then, thatgfoblem of language



dominance prediction can be cast as a classification problery similar to text
classification, except that in this case a semantic claasdit is not the ultimate
goal. But the general framework is the same.

5. Classifying a child. To classify the language dominance of a new child, we trans-
form the transcript to a vector of dimensions, where is the number of elements
in the BOR. Then we can use the trained model generated inrévéops step to
make a prediction for the new sample.

In following section we describe the data set used to evalaat proposed repre-
sentation.

4 Data

The data set used in this paper contains transcripts gattasrgpart of an on-going
longitudinal study of language impairment in Spanish-ksigspeaking children [9].
The children in this study were enrolled in kindergartenhwatmean age of about 6
years and 1 month. A total of 180 children participated is 8tudy, however, we only
worked with 52 bilingual children since the data for the relthe children was not
available for analysis at this point. Table 1 shows the ithistion of our data.

Category |Children
Balanced Bilingual (Bj 19

English Dominant (ED) 11
Spanish Dominant (SD) 22

Table 1. Distribution of our dataset into the three categories

The transcripts were gathered following standard procesiiar collection of spon-
taneous language samples in the field of communicationakssrFor each child in the
sample 4 transcripts of story narratives were collected,itneach language. Children
are shown a wordless picture book and are asked to narraséatyebehind the book.
The story narratives are based on Mayer’s wordless pictoo&d The books used for
English wereA boy, A dog, and a frog [4] andFrog, where are you? [6]. The books used
for Spanish wer&rog on his own [7] andFrog goesto dinner [5].

5 Experimental Setting

For extracting the parse trees we used Freél.ifigis parser comes with trained models
for English and Spanish. The output of FreeLing is a set cd@tees. We break down
the parse trees into grammar rules by traversing each tradieath first fashion. We
only add rules to the BOR representation those composedaiftaand its immediate

8 FreeLing is available in the website: http://nip.Isi.ugutu/freeling



children. In Table 2 we show an example of a parse tree genbsafFreelLing and
the rules we extracted from it. Once we have the BORs we usa Hsefeatures to
represent the test transcripts. The value assigned to alcimithe vector is a boolean
weightw; ;, one if the rule; appears in the transcrigt and zero otherwise.

S
NEXfClOORD EXS SN_CHUNK

C\C E\X VBTBE PTP N_CHUNK
and there VBD his NN

|

was sister

S — NEX- COORD EXS SN- CHUNK
NEX- COORD — CC

EXS — EX VB-BE

VB- BE — VBD

SN- CHUNK — PRP N- CHUNK

N- CHUNK — NN

Table 2. Parse tree generated by FreeLing for the sentandéhere was his sister in one of the
transcripts from our dataset and the rules we extracted ifrom

As we mentioned in the previous section, we have 4 transgpigt child, but since
our data set is small and we are using a corpus driven appneaatecided to duplicate
the number of instances by separating the 4 sets of tratspep child into 2 pairs. We
realize that we are reducing by half how much information Wweesve per child to train
our model and to test prediction accuracy. However in thgeage believe it is more
important to have more data samples to both train and ewaldareover, clinicians
and clinical researchers use one transcript per languagiefonost part, so this is also
aligned with current practices. Despite this separatianaofscripts per story, we were
careful to put in the same partition (training or test) adnscripts of the same child.
That way we avoid confounding the ultimate goal of the task.

To decide the language dominance of a particular child dairce we consider 2
transcripts, thug = {7} U T>}. Because we have 4 transcripts per child, we consider
the following options for combining the transcripts:

— One in English and one in Spanish
— Both in the same language (English or Spanish)

These two combination are selected to answer one questi@iisunore helpful for
analyzing language ability in bilingual children, usinddrmation from two languages,
or more input in a single language? We already know the antwtbis question from
the point of view of communication disorders, and we spdeuiat in this case as



well the most beneficial scenario will be when using inforimafrom both languages.
But it is interesting to explore if this pattern will hold wheising a machine learning
algorithm to predict language dominance.

To evaluate the performance of our method we used 5x2 crigsdtidation, fol-
lowing recommendations in [2] for small sample sets. Thisnse we did 5 replica-
tions of 2-fold cross validation, in each repetition theillde data were randomly
partitioned into two equal-sized sets. In all our experiteeme used the Weka [13]
implementation of the machine learning algorithms.

6 Experimental Results

In our first experiment we wanted to determine whether byngkinto account lan-
guage samples only in one language is possible learn toglissh between the three
categories. However, to provide a fair comparison to thatsifig samples from each
language, we took the two samples in the same language fromatald. Thus we
have two scenarios in this experiment: English-English &pdnish-Spanish. Table 3
shows the accuracy using five of the most common classificatiethods used in NLP
problems: Naive Bayes, Support Vector Machines, C4.5, aNd&rest Neighbors with
k =1andk = 5.

NB|SVM|C4.51-NN|5-NN
English|45.949.64 43.7| 45.2 45.9
Spanishb8.59 55.6 48.1 44.4 45.9

Table 3. Accuracy of BOR representation over 5 classification methbidive Bayes (NB), Sup-
port Vector Machine (SVM), Decision tree C4.5 and k-Nealsighbors withk = 1 (1-NN)
andk = 5 (5-NN). Using transcripts in one language: English or Sglani

The results shown are rather poor, but are comparable titsesported in [12]
on the same data set when using individual sets of featuerstbough they are using
information on both languages. Their reported accuracgeafrom 40%, when using
only demographic information, to 72%, when using diffenertrics of syntactic com-
plexity. However, direct comparisons are not possibleesthey used a leave one out
cross validation setting.

Now we want to show that our hypothesis of combining infoiinrafrom both
languages is better than looking only at one language. $rsttiting we used two tran-
scripts per child, one for English and one for Spanish. Taldkows the results of this
setting over the same 5 classification methods used in thaopieexperiment. The
results improve accuracy by up to 10% in relation to the fixpegiment.

As we mentioned in related work, the closer work that predidanguage domi-
nance and used the same datasets of transcripts [12] shaesaracy of 72%. How-
ever, they used 9 types of features measuring differentrinas of language com-
bined with some demographic information, and the only typgyatactic information



NB[SVM|C4.51-NN|5-NN
Using English and Spanish |63.3 67.8 49.3 55.6 57.0

Table 4. Accuracy of BOR representation over 5 classification methblhve Bayes (NB), Sup-
port Vector Machines (SVM), C4.5, and k-Nearest Neighboith w = 1 (1-NN) andk = 5
(5-NN). Using transcripts in both languages: English andriggh.

used in that work was at the level of POS n-grams. In this pagenised only the syn-

tactic information extracted from parsing the transcrips BOR representation. While
our results are a little bit below previous results, theysditerelevant in that they show

how this syntactic information is valuable, and can outpernfother feature types from
previous work, including speech fluency measures, langpiangiictivity measures, de-
mographic information, morphosyntactic features, spegakate, and n-grams of POS.
We believe that combining this BOR representation with ¢fesitures used in [12] can
boost accuracy further.

7 Conclusions and Future Work

We proposed a representation based on bag of rules from jpaesefor the problem
of predicting language dominance in Spanish-English childOur results show that
combining information from transcripts in both languagesds the best results. This
study also shows that syntactic information is importamtlfmguage analysis, even
though there could be a considerable amount of noise in treegeees from having
mixed language, as well as child language.

The results obtained are comparable to the recent workngaktithe same problem,
but different from them we only look at one dimension of laage. We only extract
features derived from syntactic trees, while previous viooks at vocabulary, language
production, fluency, and measures of readability, amongretWe predict that adding
this dimension to previous work will help achieve higherdiction accuracy.

As future work we want to explore other syntactic informatihat can also be
extracted from the parse trees to build a more robust laregoaaglel that can improve
the results achieved so far. Adding other features we woellahbe to reduce the impact
of noise produced by the code switching. Other things we ané&iwg on include the
use of different weighting schemes for the rules, such asDF;-and entropy of the
grammar rules.
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