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Abstract. Authorship verification is the task of determining whether
documents were or were not written by a certain author. The problem
has been faced by using binary classifiers, one per author, that make in-
dividual yes/no decisions about the authorship condition of documents.
Traditionally, the same learning algorithm is used when building the clas-
sifiers of the considered authors. However, the individual problems that
such classifiers face are different for distinct authors, thus using a single
algorithm may lead to unsatisfactory results. This paper describes the
application of particle swarm model selection (PSMS) to the problem of
authorship verification. PSMS selects an ad-hoc classifier for each author
in a fully automatic way; additionally, PSMS also chooses preprocessing
and feature selection methods. Experimental results on two collections
give evidence that classifiers selected with PSMS are advantageous over
selecting the same classifier for all of the authors involved.

1 Introduction

Author verification (AV) is the task of deciding whether given text documents
were or were not written by a certain author [13]. There is a wide field of applica-
tion for this sort of methods, including spam filtering, fraud detection, computer
forensics and plagiarism detection. In all of these domains, the goal is to confirm
or reject the authorship condition for documents with respect to a set of candi-
date authors, given sample documents written by the considered authors. In the
past decade this task was confined to stylography experts who should analyze
sample texts from authors to make a decision about the authorship of docu-
ments. However, the increasing demand for AV techniques and its wide scope of
application have provoked an increasing interest on the scientific community for
developing automatic methods for AV.

The scenario we consider is as follows. For each author, we are given sample
documents1 written by her/him as well as documents written by other authors.
Features are extracted from documents for representing them in an amenable
way for statistical modeling, a model is then built (based on the derived rep-
resentations for documents) for the author. When a new document arrives, the
1 We consider digital text documents only, although the proposed methods can be

applied to other type of documents (e.g., scanned handwritten documents) as well.



model must be able to decide whether the document was written by the author
or not. Thus, the AV task can be posed as one of binary classification, with a
classifier per author. Under this setting, sample documents for the author under
consideration are considered positive examples, whereas sample documents for
other authors are considered negative examples.

Usually, the same learning algorithm is used to build all of the classifiers
corresponding to the set of considered authors. However, the individual problem
that each classifier faces is different for distinct authors, thus there is no guaran-
tee that using the same algorithm for all of the authors would lead to acceptable
results. Also, while some features may be useful for building the classifier for
author “X”, the same features may be useless for modeling author “Y”. Thus,
whenever possible, specific features and classifiers should be considered for dif-
ferent authors. Unfortunately, manually selecting specific features and classifiers
for each author is impractical and thus we must resort to automatic techniques.

This paper describes the use of particle swarm model selection (PSMS) for the
problem of authorship verification. PSMS can select an ad-hoc classifier for each
author in a fully automatic way; additionally, PSMS also chooses specific prepro-
cessing and feature selection methods for each problem. This formulation allows
us to model each author independently, which results in a more reliable mod-
eling and hence in better verification performance. We conducted experiments
on two collections comprising different numbers of authors, samples, lengths of
documents and languages, which allows us evaluating the generality of the for-
mulation. Experimental results give evidence that classifiers selected with PSMS
are advantageous over selecting the same classifier for all of the authors involved.
Also, the methods selected with PSMS can be helpful to gain insight into the
distinctive features associated to authors. The rest of this paper describes related
work on AV (Section 2); our approach to AV based on PSMS (Section 3); exper-
imental results (Section 4) that show the relevance of the proposed formulation;
and the conclusions derived from this work (Section 5).

2 Related work

Most of the work on AV has focused on developing specific features (stylometric,
lexical, character-level, syntactic, semantic) able to characterize the writing style
of authors, thus putting emphasis on feature extraction and selection [7, 11, 10,
1], see [13] for a comprehensive review. However, despite these features can be
helpful for obtaining reliable models, extracting such features from raw text is a
rather complex and time consuming process. In contrast, in this work we adopt a
simple set of features to represent the documents and focus on the development
of reliable classification models.

The AV problem has been formulated either as a one-class classification prob-
lem or as a one-vs-all multiclass classification task. In the former case, sample
documents are available from a single author [10] (Did author “X” write the doc-
ument or it was written by any other author?), while in the second case, samples
are available from a set of candidate authors [7, 11, 1] (give the most probable
candidate from a list of authors). This paper adopts the second formulation as it



is a more controlled and practical scenario. Those works that have adopted the
one-vs-all paradigm consider as positive examples to documents written by an
author and negative examples to documents written by the rest of the candidate
authors. Then, binary classifiers are built such that they are able to determine
whether unseen texts have been written by an author or not.

To the best of our knowledge, all of the reported methods adopting this
formulation have used the same learning algorithm to build the classifiers for
different authors [7, 11, 1]. However, using the same learning method for all of
the authors does not guarantee that the individual models are the best ones for
each author. Also, most of the related works have used the same preprocessing
processes and features for all of the authors. The latter leads to obtain con-
sistent outputs across different classifiers, which can be helpful for authorship
attribution. Nevertheless, the individual modeling will not be as effective as if
we consider specific methods for each author. For that reason, in this work we
propose using particular models for each of the authors under consideration.

Model selection is the task of selecting the best model for classification given
a set of candidates [8]. Traditionally, a single learning algorithm is considered
and the task is to optimize the model’s parameters such that its generalization
performance is maximized [12]. A problem with most model selection techniques
is that they require users to provide prior domain-knowledge or to supply pre-
processed data in order to obtain reliable models [6]. PSMS is a more ambitious
formulation that selects full models for classification without requiring much su-
pervision [4]. Only a few methods have been proposed for facing the full model
selection problem, most notably the work by Gorissen et al. [5]. Unlike the latter
method, PSMS is more efficient and simple to implement, moreover, PSMS has
shown to be robust against overfitting because of the way the search is guided.

3 Particle Swarm Model Selection for Author Verification

Our approach to AV follows the standard scenario described in Section 1, using
PSMS for constructing the model for each author. Specifically, we are given N
sample documents, each written by one of M authors. Each document di is
represented by its bag-of-words, vi ∈ [0, 1]|V |, which is a boolean vector of the
size of the collection’s vocabulary V ; each entry j in vi

j indicates whether word
wj ∈ V appears in document di or not. We build M training data sets for binary
classification considering the bags-of-words of the N samples and assigning labels
to training examples in a different way for each data set. For each author Ci ∈
{C1, . . . CM} we build a data set Di such that we assign the positive label (+1)
to documents written by author Ci and the negative one (−1) to documents
written by other authors Cj:j 6=i. Thus we obtain M training sets, each of the form
Di = {(v1, l1), . . . , (vN , lN )}, with li ∈ {−1, 1}. At this stage we apply PSMS
to select a specific classification model for each author, using the corresponding
data sets. Besides classifier, PSMS selects methods for preprocessing and feature
selection, and optimizes hyperparameters for the selected methods. The model
selected with PSMS is trained using the available data and tested in a separate
test set. The rest of this section describes the PSMS technique.



3.1 Particle Swarm Model Selection

PSMS is the application of Particle swarm optimization (PSO) to the model
selection problem in binary classification [4]. Given a machine learning toolbox
PSMS selects the best combination of methods for preprocessing, feature selec-
tion and classification. Additionally, PSMS optimizes hyperparameters of the
selected methods. PSMS explores the classifiers space by means of PSO, which
optimizes the classification error using training data; as PSO searches both lo-
cally and globally, it allows PSMS to overcome, to some extent, overfitting [4].

PSO is a bio-inspired search technique that has proved to be very effective
in several domains [3]. The algorithm mimics the behavior of biological soci-
eties that share goals and present local and social behavior. Solutions are called
particles, at each iteration t, each particle has a position in the search space
xt

i =< xt
i,1, . . . , x

t
i,d >, and a velocity vt

i =< vt
i,1, . . . , v

t
i,d > value, with d the

dimensionality of the problem. The particles are randomly initialized and iter-
atively update their positions in the search space as follows xt+1

i = xt
i + vt+1

i ,
with vt+1

i = w × vt
i + c1 × r1 × (pi − xt

i) + c2 × r2 × (gi − xt
i); where pi is the best

position obtained by xi, gi is the best particle in the swarm, c1 and c2 constants
and r1, r2 random numbers, w is the so called inertia weight, see [3] for details.
The goodness of particles is evaluated with a fitness function specific for the task
at hand. PSO stops when a fixed number of iterations is performed.

In PSMS the particles are full models (i.e., combinations of preprocessing, fea-
ture selection and classification methods), codified as numerical vectors. The op-
timization problem is minimizing an estimate of classification error. In particular,
we consider the balanced error rate (BER) as fitness function; BER = E++E−

2 ,
where E+ and E− are the error rates in the positive and negative classes, re-
spectively. As the test data are unseen during training, the error of solutions
(i.e., full models) is estimated with k−fold cross validation (CV) on the training
set. Thus, the PSO algorithm is used to search for the model that minimizes the
CV-BER. The selected model is considered the classifier for the corresponding
author in AV. We consider the PSMS implementation included in the CLOP2

toolbox. Table 1 shows the methods from which PSMS can choose, see [4] for
further details. PSMS has reported outstanding results on diverse binary clas-
sification problems without requiring significant supervision [6, 4], which makes
it attractive for many applications. The application of PSMS to AV arises nat-
urally, as we want to select specific full models for each author.

4 Experimental results

We report results on two collections described in Table 2. The collections have
heterogeneous characteristics which make them particularly useful to test the
robustness of PSMS to different training set sizes, dimensionality, languages
and number of authors. Both collections have predefined partitions for train-
ing/testing that have been used in previous works for authorship attribution [2,

2 http://clopinet.com/CLOP



Table 1. Classification (C), feature selection (F) and preprocessing (P) methods considered in our
experiments; we show the object name and the number of parameters for each method.

Object name Type # pars. Description
zarbi C 0 Linear classifier
naive C 0 Näıve Bayes
logitboost C 3 Boosting with trees
neural C 4 Neural network
svc C 4 SVM classifier
kridge C 4 Kernel ridge regression
rf C 3 Random forest
lssvm C 5 Kernel ridge regression
Ftest F 4 F-test criterion
Ttest F 4 T-test criterion
aucfs F 4 AUC criterion
odds-ratio F 4 Odds ratio criterion
relief F 3 Relief ranking criterion
Pearson F 4 Pearson correlation coefficient
ZFilter F 2 Statistical filter
s2n F 2 Signal-to-noise ratio
pc− extract F 1 Principal components analysis
svcrfe F 1 SVC- recursive feature elimination
normalize P 1 Data normalization
standardize P 1 Data standardization
shift− scale P 1 Data scaling

9]. We kept the words that appear at least in 5 and 20 documents, for the MX-
PO and CCAT collections, respectively. We report average precision (P) and
recall (R), as well as the F1 measure, defined as F1 = 2×R×P

R+P , and the BER of
the individual classifiers.

Table 2. Collections considered for experimentation.

Collection Training Testing Features Authors Language Domain Ref.
MX-PO 281 72 8,970 5 Spanish Poetry [2]
CCAT 2,500 2,500 3,400 50 English News [9]

Besides applying PSMS as described in Section 3.1 (see FMS/1 below), we
investigate the usefulness of PSMS under two other settings that have not been
tested elsewhere. This is with the goal of evaluating the benefits of introducing
prior knowledge provided by the user. The considered settings are as follows:

– FMS/1 selects preprocessing, feature selection and classification methods.
– FMS/0 selects preprocessing and feature selection methods only.
– FMS/-1 hyperparameter optimization for a fixed classifier.

Through settings FMS/0 and FMS/-1, the user provides prior knowledge by
fixing a classification method. Therefore, better results are expected with these
settings. Besides using PSMS for the selection of classifiers, we also used the
classifiers shown in Table 1 with default parameters for comparison.

Table 3 shows the average BER and the F1 measure obtained by methods we
tried for both collections. For the FMS/0 configuration we fixed the classifier to
be zarbi for both collections, as this algorithm has no hyperparameters to opti-
mize and thus PSMS would be restricted to search for preprocessing and feature



selection methods. For FMS/-1 we tried different configurations, although the
best results were obtained by fixing neural and svc classifiers for CCAT and
MX-PO, respectively.

From Table 3, we can see that classifiers selected with PSMS show better
performance than the individual methods. Interestingly, the best results were
obtained with the FMS/0 configuration. Note that we fixed a non-parametric
classifier and PSMS selected for preprocessing and feature selection methods.
Thus, despite the individual performance of zarbi is low, its performance after
selecting appropriate methods for preprocessing and feature selection is signif-
icantly improved. The performances of the FMS/1 and FMS/-1 settings are
competitive as well outperforming most of the individual classifiers for both
collections. Therefore, in absence of any knowledge about the behavior of the
available classifiers it is recommended to use PSMS instead of trying several
classifiers and combinations of methods for preprocessing and feature selection.

Table 3. Average BER and F1-measure for the considered methods in both collections.

Col./Clas. zarbi näıve lboost neural svc kridge rf lssvm FMS/-1 FMS/0 FMS/1
BER

MX-PO 34.64 30.24 29.08 28.59 30.81 31.90 48.01 33.52 26.18 23.68 26.88
CCAT 14.24 26.21 15.12 41.50 29.18 27.69 47.01 36.64 35.34 13.54 16.39

F1
MX-PO 46.26 52.93 53.18 59.25 54.57 52.52 6.66 48.76 58.28 60.37 57.09
CCAT 59.69 55.73 47.11 28.46 56.46 51.85 10.58 38.54 44.11 61.17 63.41

Table 4 shows the models selected by PSMS under the FMS/1 configuration
for the MX-PO data set. We can see the variety of methods selected, which are
different for each author. The BER of the first three authors is below the mean
of individual classifiers, while the BER of models for the last two authors is
high, even when non-linear models are used for the latter. This suggest that R.
Castellanos and R. Bonifaz are more complex to model, and that better features
may be needed for building the respective classifiers.

Table 4. Full models selected by PSMS, under FMS/1, for the MX-PO collection.

Poet Preprocessing Feature Selection Classifier BER
E. Huerta standardize(1) - zarbi 10.28
S. Sabines - - zarbi 26.79
O. Paz normalize(0) Zfilter(3070,0.56) zarbi 25.09
R. Castellanos normalize(0) Zfilter(7121,0.001) kridge(rbf-γ =0.45) 33.04
R. Bonifaz shift-scale(1) - neural(u=3;iter=15) 35.71

Table 5 shows statistics on the selection of methods for the CCAT data set.
As with the MX-PO data set, the classifier that is mostly selected is zarbi, used
for 68% of the authors, näıve, neural and lssvm come next, whereas logitboost and
rf were not selected. The BER for linear classifiers is below the average BER
for FMS/1, while the BER of non-linear methods is above the mean, giving



evidence of the linearity of the problem. Most of the selected models included
methods for preprocessing and feature selection. The BER of classifiers that
used feature selection methods was higher than that of classifiers that were not
used. The most used feature selection method was pc − extract, used for 19
models; other considered methods were Ftest (5), Ttest (5), aucfs (4) and svcrfe
(3).

Table 5. Statistics on selection of methods when using PSMS for the CCAT collection.

Classifiers Feature Selection Preprocessing
zarbi näıve neural svc kridge lssvm With Without With Without

Frequency of selection
68% 10% 10% 2% 2% 8% 76% 24% 88% 12%

BER
14.22 9.88 23.42 3.82 44.01 33.51 14.14 22.28 15.64 16.50

Figure 1 shows the per-author F1−measure, the best result obtained was for
the author ‘Karl-Penhaul’ (F1 = 96.91%), which considered the three prepro-
cessing methods, and Ftest for feature selection together with a näıve classifier.
The classifier was built on 104 out of the 3, 400 features (i.e., words) available,
this means that about 100 words are enough for distinguishing this author; in-
terestingly, 35 out of the 104 words selected as relevant were not used in any
document of this author, the relevant words ‘state’ and ‘also’ were used in 41
out of 50 documents written by ‘Karl-Penhaul’.

On the other hand, the worst result was obtained for ‘Peter-Humphrey’
(F1 = 14.81%), which used normalize for preprocessing and an lssvm classi-
fier. When we used the zarbi classifier with the FMS/0 setting, the classifier
selected for this author obtained F1 = 45.71%, such classifier used the three pre-
processing methods and Zfilter for selecting the top 234 more relevant features.
This represents an improvement of over 30% in terms of F1 measure, and an
important improvement in terms of processing time, also, the result suggest the
author ‘Peter-Humphrey’ can be better modeled with a linear classifier.
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Fig. 1. F1 measure of different classifiers in CCAT collection.



5 Conclusions

We have described the application of particle swarm model selection (PSMS)
to the problem of authorship verification. The proposed approach allows us to
model each author independently, developing ad-hoc models for each author.
This is an advantage over previous work that has considered a same learning
algorithm for all of the authors. PSMS also selects methods for preprocessing
and feature selection, facilitating the design and implementation processes to
users. Experimental results show that the proposed technique can obtain reliable
models that perform better than those in which the same learning algorithm is
used for all of the authors. Results are satisfactory, despite we have used the
simplest set of features one may try (i.e., the bag-of-words representation); better
results are expected by using more descriptive features. PSMS can also be helpful
for analyzing what features are more important for building classifiers for certain
authors, which allows us to gain insight into the writing style of authors. Future
work includes extending the use of PSMS for the task of authorship attribution
and analyzing the writing style of authors by using models selected with PSMS.
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