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Abstract—Multi-document summarization systems must be proposed method. Section IV presents the experimentdtsesu
able to draw the “best” information from a set of documents. Finally, section V depicts our conclusions and future work.
In this paper we propose a novel extractive approach for mult
document summarization based on the detection obcally rele-

vant sentencesOur main hypothesis is that by extracting relevant Il. RELATED WORK
sentences from each document within a collection, insteadf o . . .
considering all documents at once, the final multi-documensum-  Traditionally, multi-document summarization has beemsee

mary will be of higher quality. Performed experiments showel as a two steps problem) identify common and different in-
that the proposed method is able to outperform conventional formation (i.e..themeyamong the document se2) select the
baselines as well as traditional approaches by constructi most representative elements contained in eheme which
summaries of high quality according to the ROUGE evaluation . - . . i,
metrics. will be included in th_e final summary. Additionally, some
research groups consider a third step, known gergeration
. INTRODUCTION step [3], [4], [5], which consists in merge and reformulate a

Multi-document summarization aims to produce a summaRgw grammatical text based on extracted elements.
delivering the majority of information content from a col- According to these intuitive ideas, multi-document summa-
lection of topic related documents [1], [2]. Multi-docuntenrization has been treated through the combination of alingte
summarization involves multiple sources of informatiomtth and sentence ranking strategies. In [4] and [5], they start
overlap and supplement each other, and being contradictdby identifying themesamong the set of documents, i.e., sets
at occasions. Therefore, the key tasks are not only idémgfy Of similar text units (paragraphs), for this they employed
and extracting redundant information across documents, luclustering strategy based on decision rules to determine
also recognizing novelty and ensuring that the final summaien two text units are similar or when are not. To compute
is both coherent and complete. similarities between text units, these are mapped to vector

Automatic multi-document summarization has attracte®f features that include single words, noun phrases, proper
much attention in recent years both in the research comgnuritous, and synsets from the Wordnet. Then, irfiormation
and business community since it exhibits the practicabilit fusion algorithm is employed to select elements that should
document management and search systems. A multi-docurdégincluded in the final summary.
summary can be used to concisely describe the informationn [6] themes detection is made by an agglomerative
contained in a cluster of documents and facilitate the umersclustering algorithm that operates over the TF-IDF vector
understand the main topic within the document cluster representations of the documents. At the contrary of above

In this paper we propose a novel extractive approach faystems, documents are modeled as bags-of-words. In adsecon
multi-document summarization based on the detectiolopof stage, cluster centroids are used to identify most reptathen
cally relevant sentence®©ur method is divided in two major sentences in each cluster. At the end, extracted senterees a
steps:i) first, we treat each document individually, in ordeprdered chronologically and given as final summary to the
to detect relevant sentences for each of them, iozally user.
relevant sentenced he output of this step can be seen as a Recent works [2], [7] are simple extensions or variations
set of individual extractive summaries. Théij,in the second of generic multi-document summarization. In [2] all sertes
step, we focus on finding all the common and different themwsthin documents set are ordered by a ranking algorithmeonc
across the individual generated summaries, so we can finally sentences have been ranked, the highest ranked sesitence
select and extract most representative elements to create are given as final summary to the user. Whereas in [7]
final extractive multi-document summary. sentences are ranked by its centroid value, then, a trimming

The rest of the paper is organized as follows. Sectigrocess based on manual generated rules is applied in order
Il discusses some related work. Section Il describes th® generate a more coherent summary.



A common problem with these “generic” techniques if9], [10]. Nevertheless, they have the major disadvantdge o
that they are vulnerable to include irrelevant information being highly related to a target domain. On the contrary
the final summary. This happens since all sentences framnthese works, our single document summarizer considers
all documents within the set are considered for theme word-based features in order to increase the summarization
identification (i.e., clustering) stage. Hence, the infatimn flexibility by lessening the domain and language dependency
of certain documents could be more representative thamsthie particular, we usen-grams (sequences of consecutive
just by being longer. This fact may result in a bad clusteringords) as sentence features. Thus, in our model each sentenc
because formed clusters could be either a few with lois represented by a feature vector that contains one boolean
cohesion or many with high cohesion. Whatever is the casdtribute for eacm-gram that occurs in the training collection.
the final summary is always affected. We choose this representation, since as is established in [8

Our proposed method intends to solve this problem by firstgrams features are adequate for fine-grained classificatio
identifying relevant information contained in each docuinetask such as text summarization. For performed experiments
within the set, i.e.|ocal relevant sentence®ur main hypoth- we only consider sequences up to three words, i.e., ftem
esis is that, by doing this, final multi-document summarieggrams to3-grams.
will be of higher quality since only relevant informationlivi  As main classifier we employed the Naive Bayes strategy
be considered during the theme identification stage. [9], which has proved to be quite competitive for most text
processing tasks including text summarization. It babical
_ . .computes for each senteneeits probability (i.e., a score)

The proposed method consists of two main modules, whigh neen included in a summarg given the k features
are. Fj;5 = 1..k. This probability can be expressed using Bayes’

i Extraction of relevant sentenceshere the main goal is ryle as follows:

to identify and extract the most relevant sentences from

each document within the given document set. The output

of this module can be seen as set of individual extractie(s € S|Fy, Fs, ..., Fj) =
summaries.

IIl. PROPOSEDMETHOD

P(Fl,FQ, ...,Fk|8 S S)P(S S S)
P(F4,Fs, ..., Fy)

" e : o @)
ii Ident|f_|cat|on qf theme;rvhlch goal is to _flnd all common ,éssuming statistical independence of the features:
and different information across previously constructe
individual summaries, generating clusters of individual H’[l P(Fj|s € S)P(s € S)
: : : P(s € S|Fy, Fy, ..., F) = —=
summaries. Afterwards, a selective process is performed; 1472500 H;; P(F;)
its goal is to select and extract the most representative g=1 / )

elements from each theme to construct the final multi- whereP(s € S) is a constant and(F; |s € S) and P(F})

-document sur.nm.ary. ] can be estimated directly from the training set by counting
It is worth mentioning that the second step in our methogccyrrences.

i.e., themes identification and most representative elésnen

selection, corresponds to the traditional ideas appliesbiee  gecond step:themes identification.This step considers tra-
the problem of multi-document summarization. Our maigjtional approach to solve the problem of multi-document
contribution is the idea of including, previous to thesepste symmarization. For this process we used Star Clustering

a method that treats each document individually, and elegfgorithm[11]. Advantages of this algorithm arg) it induces
only relevant information from each document. in a natural form the number of clusters, adyit finds the

A. System Implementation natural topic structure of the documents’ space.

Star Clustering Algorithms based on a greedy cover of a
resholded similarity graply, giving as output star shaped
sub-graphs, where the central element from each star lt&sdca
center and adjacent elements to the center are caidedllites

First step: extraction of locally relevant sentence$he core st i< defined ‘ that . h
module of our multi-document summarizer relies in this firé%‘ CO”?C S ar”covenf € me” as a star coverthat assigns the
pes “center” and “satellite” in such a way that: (1) a star

step. Here, we focus on the creation of single-document su% ) :
nter is not adjacent to any other star center and (2) every

maries by the selection of relevant sentences from eactt ing tellit tex is adi t10 at least i Ny
text. Particularly we used the method proposed in [8]. T i atefite vertex is adjacent to at least one center verteqo
& higher degree.

supervised method for single document summarization, &vh . . Lo
documents are represented through word-based featuees ﬂl For our experiments, first, we computed.5|m|lar|t|es among
nput documentsusing the well known cosine formula [12].

n-gramsy. . .
g J hereas for the construction af, three different values

Traditional methods for supervised text summarization u . . . L
“heuristically motivated” features to represent the seces or o were considered, which take into account the statistical
information from the documents’ similarity matrix: @)= 7,

1At this point, any other single document summarization metbould be
used. 2|Input documents are in fact individual extractive sumnsa(see Fig. 1)

Figure 1 gives a general overview of our multi-docume%
summarization method.



Proposed first step
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Fig. 1. General overview of the proposed method
TABLE | . . ..
DUC 2003 (fASK 4) DATA SETS Hence, we can measure its performance in termgreision
(p), recall (r), andaccuracy (a)
Name Language Domain Num of Number of ~ Number of Table Il shows the number of computeegrams (from 1 to
Collections sentences relevant sentences 3 f h f . Il . | d cel
DUC-03 English  News 30 33666 1995 -grams) qrt e. set of training collections. In or e_r tour
task-4 reports (22 docs x collection) (5.99%) the dimensionality of the features space, we applied thé wel

known Information Gainalgorithm [13] to identify the most
representative features (See table II).
(2)c =7+ ¢ and (3p =T — J; whereT represents the statis-
tical mean, and the standard deviation, both computed from TABLE II
the similarity matrix. By doing this, we intent to make our =~ COMPUTED FEATURES(n-GRAMS) IN THE DUC-2003CORPUS
method adaptable and adequate to the nature of the document

. . . . . Original Selected
collection. Furthermore, we avoid the user interventiothie l-grams 2-grams  3-grams  Total Total
process of defining an appropriate threshold. DUC-2003-80% 25937 205052 339696 570685 1291

Finally, our methodology to select the most representative
elements was: from the biggest to the smalletsir cluster
we review and extract from each “center vertex” the fir
sentence, that has not been previously extracted, untiathet
summary size is reached.

Table Il show results obtained for our classifier. First row
5(bUC-2003—80%) show results obtained over the training set
considering as a evaluation strateg¥@fold cross validation
Whereas second row (DUC-2003-20%) show results obtained

IV. EXPERIMENTS AND RESULTS evaluating over the test set.

A. Data Set TABLE IlI
For our experiments we employed DE@003 data set, SINGLE-DOCUMENT SUMMARIZER PERFORMANCE

particularly, we used the task 4 corpus of DUC-2003. This Foatures

is a labeled corpus, i.e., each sentence in each document has single words n-grams

a label that indicates whether the sentence is “relevant” or precision recall accuracy _ precision recall accuracy

. | v Al ith h d t collecti { DUC-2003-80% 93.04 9735 91.03 9357 97.77 9191

not relevant”. Along with each document collection, a Sel pyc.003.20% 9594 92.28 89.60 96.35 92.65 89.62

of four human generated summaries are given, which will
be employed for evaluation purposes. Table | shows some
statistics about the DUC-2003 data set. As we can seep-grams representation allows obtaining a
As can be seen in Table |, the distribution of classes dgher performance than using jusingle wordsas features.
highly unbalanced since only 5.92% of sentences are refeviRr the case of DUC-2003-80% the differences between the
instances. For our experiments, we arbitrary select 80%eof 197.35% of recall using single words, and 97.77% using
collections for training (i.e., 22 collections), and forethest grams, implies a profit of 104 correctly classified instances
phase we used the remaining 20% of the collections (i.e.\®tice that in this first stage, the generated single-docume

collections). summary has no restrictions of size, i.e., we preserve all th
sentences that the classifier selected as relevant; is thatil
B. Evaluating the Classification Model second stage where the size restriction is considered.

As we have mention before, our first stage is single- It is worth pointing out that this intermediate evaluation

document summarizer based on a machine learning appordtR:. the classifier evaluation in table 11l) do not represeur
main results. It is in the following section (IV-C) where our

3Document Understanding Conference (http://duc.nis).gov multi-document summarizer is evaluated.



ZSi €{ReferenceSummary} Zgrumn €S; CountmatCh (gramn )

ROUGE — N = (1)
ZSiE{ReferenceSummary} Zg'r‘amnesi COU?’Lt(gT‘amn)
. . . TABLE IV
C. Evaluatlng Multi-document Summaries PROPOSED METHOD AGAINST ONE REFERENCE SUMMARY

We used the ROUGE [14] t_OOIk't for evalqathn, which WaS & rfiguration ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-4 ROUGE-L
adopted by DUC for automatlcally summarization evaluation MDSS-COS %) 0.39057 0.06445  0.01966 _ 0.00879 0.34492
It measures summary quality by counting overlapping unitsMDSS-COS¥ —§) 0.38004 ~ 0.05777  0.01477  0.00626  0.33579
such as ther-gram, word sequences and word pair betweenMPSSCOS & +9) 040482 008131 002922 0.01585  0.36435

X i Baseline 1 025111  0.04065 0.01594 00078  0.22983
the candidate summary (automatically generated) and th@aseiine 2 025322  0.0265 0.00776 0.00434  0.2372
reference summary (human generated). ROUGE-N: is an n-
gram recall measure computed as indicated in the formula 1. TABLE V

Where Si refers to sentence W|th|n the reference sum- PROPOSED METHOD AGAINST FOUR REFERENCE SUMMARIES

mary, n stands for the length of the-gram, gram,, and —Configuration ~ ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-4 ROUGE-L
Countpatcn(gramy,) is the maximum number ofi-grams ~ MDSS-COS ) 039038 006521 00212  0.00921  0.34464
co-occurring in a candidate summary and a set of referenc®/PSS-COS¥ —¢) 037539 0.05486 00142  0.00568  0.33281

) . : MDSS-COS [ + §) 0.39223  0.07562  0.02659  0.01447  0.3521
summariesCount(gram,,) is the number ofr-grams in the —gzgiet 025237 003879 001507 0.0074 023095
reference summaries. Baseline 2 0.26084 0.02808 0.00868 0.00418 0.24514

The ROUGE toolkit reports separate scores for 1, 2, 3,

and 4-grams, and also for longest common subsequence co-
occurrences. Among these different scores, uni-gramebashe same agreement degree with one than with four human
ROUGE score (ROUGE-1) has been shown to agree wigenerated summaries.
human judgment most [14]. We show five of the ROUGE Also, we can observe that higher performance values are
metrics in the experimental results, at a confidence levalbtained when dard threshold(i.e., z + § ) is employed for
of 95%: ROUGE-1 to ROUGE-4 and ROUGE-L (based othe generation of the star shaped clusters. Setting outeclus

longest common subsequence). ing algorithm with ahard thresholdmeans that encountered
themes will be more “hardly related”, i.e., a major number of
D. Baseline Configuration “hardly reliables” clusters is generated.

Two different methods for computing a baseline have beenS mention in [11], it is possible for the star clustering

defined by the scientific community from the DUC conferenc@90rithm to have more than one vertex as a possilie
, ) _centerelement. When this situation occurs, only one is arbi-
1) Most recent document: It consist on selecting the fir

; _ ﬁ’arily selected to be thstar center This situation frequently
N I!nes (or bYteS) from the most recen_t docum_ent N thEccurs when a “relaxed threshold” (i.e,— 6 ) is employed
ermre cgllecﬂon. Fr<_)m here we call this baseline 1. ¢ the generation of clusters, resulting in a less humber of
2) F',rSFN lines: IthnS|ston_ selec_:tmg from each documer(l.tlusters with unreliablestar centers When this occurs, we
within the collection the firstV lines (or bytes). Usually 510 not certain if selected elements are correctly reptiegen
only one sentence from each document is selected. Frg@ly - this is possible to confirm in Tables IV and V since
here we call this baseline 2. this relaxed configuration is the one that obtains lowerltesu
Additionally, we performed a second experiment where only
the traditional approach (see Figure 1) is considered, i.e.
Table IV and V shows result achieved for our multiwe do not consider our proposed first step in the process
document summarizer method when we compare our genef-generating the multi-document summary. The goal was
ated summaries against one reference summary and agaimsprobe that by eliminating in a first step all irrelevant
four reference summaries respectively. Each row indicatesinformation contained in each document, it is possible to
the configuration column the parameters employed for ooonstruct higher quality summaries.
Multi-Document Summarization System (MDSS) to generate Table VI show results obtained when applying only a tra-
its corresponding results. As we mention before, we useitional approach considering three different thresholeich
the cosine formula to compute document similarities, and wew indicates in the configuration column the parameters em-
define three ways of selectingfor the graph construction. For ployed for the star clustering algorithm (STAR) to geneitste
all experiments, summary target size was set to 200 wordscorresponding results. As we can see, the proposed method is
We can observe that in both tables (Table IV and V), that tledble to generate more pertinent summaries than the traditio
proposed method allow to generate more pertinent summardgproach. These results support the importance of degectin
than the leading baselines. From these tables we can say tbeadlly relevant sentences contained in each documentdefo
our system allow to generate summaries that have almdst themes identification phase.

E. Results



TABLE VI
TRADITIONAL APPROACH VS THE PROPOSED METHO{CONSIDERING
FOUR REFERENCE SUMMARIE}

(7]

Configuration ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-4 ROUGE-L 8]
STAR-COS (z) 0.35986 0.04979 0.01392 0.00431 0.31933
STAR-COS T — ) 0.33646 0.04373 0.00862 0.0038 0.2963
STAR-COS [ + 9) 0.24189 0.04181 0.01403 0.00663 0.2169
Proposed Method  0.39223 0.07562 0.02659 0.01447 0.3521 9]
Baseline 1 0.25237 0.03879 0.01507 0.0074 0.23095
Baseline 2 0.26084 0.02808 0.00868 0.00418 0.24514

[10]

V. CONCLUSION

This paper proposed a novel method for multi-documei]
extractive summarization. The proposed method allows con-
structing multi-document summaries based on high qualifyp)
clusters generated from individual document summaries. Fo
this, in a first supervised stage, we detect and extomally [ii}
relevant sentencesontained in each document within the
set. By doing this, we guarantee the selection of only true
important content from each document. Then, in a second
unsupervised stage, the star clustering algorithm finds all
themes across documents’ summaries. At the end, only most
representative elements are selected for the construafithre
final summary.

The main contribution of this paper is that it represents
the first attempt for generating multi-documents summaries
by treating documents individually instead of considerallg
the documents as one, which is the basic idea of traditional
approaches.

Our performed experiments showed that the proposed
method is able to construct more pertinent summaries ac-
cording to the ROUGE measures. Obtained results outperform
both conventional baselines and also the traditional sehem
motivating us to keep working in this field. As future work
we are planning a major study evaluating our method on
a more recent data sets to provide more evidence of the
efficiency of the proposed method, as well as considering
different summary’s size (e.g., 100 and 400 words summjaries
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