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Abstract. One major problem of state-of-the-art Cross Language Question 
Answering systems is the translation of user questions. This paper proposes 
combining the potential of multiple translation machines in order to improve 
the final answering precision. In particular, it presents three different methods 
for this purpose. The first one focuses on selecting the most fluent translation 
from a given set; the second one combines the passages recovered by several 
question translations; finally, the third one constructs a new question reformu-
lation by merging word sequences from different translations. Experimental 
results demonstrated that the proposed approaches allow reducing the error 
rates in relation to a monolingual question answering exercise. 

1 Introduction 

Question Answering (QA) has become a promising research field whose aim is to 
provide more natural access to the information than traditional document retrieval 
techniques. In essence, a QA system is a kind of search engine that allows users to 
pose questions using natural language instead of an artificial query language, and 
that returns exact answers to the questions instead of a list of entire documents. 

QA is a complex task that combines techniques from information retrieval, natural 
language processing and machine learning. Recent results from the Cross Language 
Evaluation Forum1 [6] made evident this complexity showing accuracies from 
68.95% (for monolingual French) to 11.5% (for monolingual Portuguese). 

On the other hand, Cross Language Question Answering (CLQA) addresses the 
situation where the questions are formulated in a language different from that of the 
document collection. In this case, a user can use one language to search information 
from documents written in other languages. This is useful, because it would be tire-
some to write the question over and over again in many languages, and also because 
many users have a good passive knowledge of several languages, but their active 
knowledge is more restricted [3]. 

Evidently, CLQA has many advantages over standard QA. In particular, it allows 
users to access much more information in an easier and faster way. However, it in-
troduces additional challenges caused by the language barrier. 

                                                           
1 http://clef-qa.itc.it/ 



Most current CLQA systems deal with the language barrier problem by translating 
the questions to the document’s language [4, 9, 10, 12, 13]. This solution is very 
intuitive and seems effective, but it is too sensitive to the translation errors. This 
effect was noticeable in the QA report from the last CLEF edition [6]. There, the 
results corresponding to the best system were 67.89% of accuracy for the French 
monolingual task and 45.26% for the English-French bilingual exercise [6]. These 
results indicate that the translation errors caused a relative drop in accuracy of about 
33%. 

Given the great impact of the translation errors in the final answer accuracy, re-
cent CLQA systems apply various techniques in order to reduce the error rates of the 
translation module. For instance, [5] performs a triangulated translation using Eng-
lish as a pivot language, and [13] translates the question keywords using a bilingual 
dictionary as well as EuroWordNet. Some other works combine the capacities of 
several translation machines2. In particular, [12] generates a term-by-term translation 
combining two different translation machines and a dictionary, and [9] constructs an 
expanded “bag of words” query gathering terms from several question translations as 
well as their synonyms extracted from EuroWordNet. 

In this paper, we propose some new methods to tackle the language barrier prob-
lem in CLQA. Similar to previous approaches, these methods also center around the 
idea of combining the capacities of several translation machines. However, they 
consider not only the construction of a new query reformulation by gathering terms 
from several translations, but also the selection of the best translation from a given 
set and the combination of passages recovered by different question translations. 
Furthermore, the proposed methods have a great potential to be used in many CLQA 
scenarios since they do not make use of additional language-dependent resources 
such dictionaries or ontologies. 

The rest of the paper is organized as follows. Section 2 describes the three pro-
posed methods for tackling the language barrier problem in a CLQA application. 
Section 3 presents the evaluation results. Finally, section 4 gives our conclusions and 
describes some future work. 

2 Proposed Methods 

As we mentioned, one major problem in current CLQA systems is the translation of 
the user questions. In order to reduce the drop in accuracy caused by the translation 
mistakes, we propose to combine the capacities of multiple translation machines. 
This idea is mainly supported in the following assumptions: 

1. Given that machine translation is a complex task, there is still not available a per-
fect translation machine. 

2. Different translation machines tend to produce –slightly– different and –partially– 
correct question translations. 

                                                           
2 Similar ideas have been proved in other fields. For instance, [11] proposes a method that 
combines several WSD systems by selecting the one best for each specific word. 
 



3. The more frequent a term is in the set of translations, the more chances that the 
original word has been translated correctly.  

Based on these assumptions we designed three different methods (or architec-
tures) for CLQA. The first method selects the most fluent translation from a given 
set, and then delivers it to a monolingual QA system. The second method combines 
the passages recovered by several question translations in one single set, and then 
uses these passages to extract the answer to the given question. Finally, the third 
method constructs a new question reformulation by merging word sequences from 
different translations, and then sends this new query to a monolingual QA system. 

The following subsections describe in detail the proposed methods. 

2.1 Method 1: “Selecting the Best Translation” 

Figure 1 shows the general scheme of this method. It consists of three basic steps. 
First, the question is translated to the target language (i.e., the language of the docu-
ment collection) using a number of translation machines. Second, all translations are 
evaluated and the best one is selected. Finally, the selected translation is given to a 
monolingual QA system in order to obtain the desired answer. 

An accepted criterion to evaluate the quality of translations indicates that the most 
fluent output text corresponds to the best translation. A known mechanism to deter-
mine the fluency of a given translation is to measure it pertinence to a predefined 
language model [1]. The language model judges the probability that a test data –in 
this case a translation– fits to that language.  In our particular case, we propose to 
measure the pertinence of the translations with respect to the target document collec-
tion. 

2.1.1  Translation evaluation 

The pertinence of a translation to the target document collection is based on how 
much it fits in the collection n-gram model. In order to quantify this attribute we 
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Figure 1. CLQA Method considering the selection of the best translation 



apply a general n-gram test on the translation. An n-gram test computes the entropy 
(or perplexity) of some test data –the question translation– given an n-gram model. It 
is an assessment on how probable is to generate the test data from the n-gram 
model3. The entropy is calculated as follows: 
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where wi is a word in the n-gram sequence, P(wi| wi-1, wi-2,…,wi-N+1) indicates the 
probability of observing wi right after the occurrence of the n-gram wi-1, wi-2,…,wi-N+1, 
Q is the number of words of the test data, and N is the order of the n-gram model. 

The final score for a translation is expressed by its perplexity, defined as 
HB 2= . In this case, the lowest perplexity value indicates the most probable ex-

pression on the target collection, and therefore, the most pertinent translation. 

2.2 Method 2: “Combining Passages from Several Translations” 

In order to take advantage of all translations we consider the combination of pas-
sages recovered by all of them. Figure 2 shows the general scheme of this method. It 
considers the following procedures. First, the user question is translated to the target 
language by several translation machines. Then, each translation is used to retrieve a 
set of relevant passages. After that, the retrieved passages are combined in order to 
form one single set of relevant passages. Finally, the selected passages are analyzed 
and a final question answer is extracted. 

The main step of this method is the combination of the passages. This combina-
tion is based on the pertinence of the translations to the target document collection. 
This pertinence, as in the previous method, expresses how a given translation fits in 

                                                           
3 The n-gram model was constructed using the method described in [15]. 
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Figure 2. CLQA Method considering the combination of passages 



the n-gram model calculated on the target document collection. The idea is to com-
bine the passages favoring those retrieved by the more pertinent translations. 

2.2.1  Passage Combination 

This module combines the retrieved passages from each translation in one single set. 
Its purpose is to favor passages recovered by the more pertinent translations. The 
following formula is used to calculate the number of passages from a given transla-
tion that will be included in the combined passage set. 
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In this formula Ex indicates the number of selected passages from the translator x, 
that is, the extension of x in the combined set. Bx is the perplexity of the translator x 
(refer to section 2.1.1), n is the number of translation machines used in the experi-
ment, and k indicates the number of passages retrieved by each translator as well as 
the total extension of the combined set4.  

2.3 Method 3: “Constructing a Question Reformulation” 

After analyzing several question translations we could notice that (i) correct word 
sequences tend to occur in more than one translation, i.e, they are repeated, and that 
(ii) slightly different translations may contain different correct translations for the 
same word, i.e, they tend to use some synonyms. Based on these observations we 
propose to combine several question translations in one single question reformula-
tion. This reformulation contains all words occurring in more than one question 
translation. 

Figure 3 shows the general scheme of this method. It considers three basic steps. 
First, the user question is translated to the target language by several translation 
machines. Then, all translations are combined to form a new single question refor-
mulation. Finally, this question reformulation is given to a monolingual QA system 
in order to obtain the desired answer. The following subsection describes the proce-
dure to combine a set of question translations. 

2.3.1  Combining translations 

The combination of translations aims to capture the common words among the dif-
ferent translations and to maintain in some way the relative order of the words in the 
question reformulation. This idea is different than other previous methods [8, 12] in 
that it goes beyond the bag-of-words approach, since it considers word sequences as 
well as it frequency of occurrence. 

The procedure to combine the translations is as follows: Given a set of question 
translations T: 

                                                           
4 In the experiments we set k = 20, which corresponds to the best performance rate of our 

monolingual QA system [7]. 



1. Extract the set of maximal frequent word sequences from T. A maximal frequent 
word sequence is a sequence of words that occurs more than a predefined thresh-
old and that is not a subsequence of another frequent sequence.  

2. Select the more frequent sequence as the initial query reformulation. 
3. Add to the initial query reformulation the content words from other sequences. 

These words must not be contained in the initial query reformulation. 

3 Experimental Results 

3.1 Experimental Setup 

For the experimental evaluation we used a set of 286 factoid questions extracted 
from the CLEF Multi-Eight corpus as well as the CLEF Spanish document collection 
consisting of 454,045 news documents.   

The evaluation considered three bilingual experiments: English-Spanish, French-
Spanish and Italian-Spanish. For translating the questions to Spanish we used three 
different translation machines5: Systran, Worldlingo, Fretranslation.  

For the experiments we used the passage retrieval and answer extraction compo-
nents of the TOVA question answering system [7]. We selected this system because 
it was one of the best in the Spanish QA task at the 2005 edition of the CLEF. We 
also used the data-mining tool described in [2] in order to compute the maximal 
frequent word sequences required by one of the methods. In this case, we established 
a threshold σ = 2, which indicated that a word sequence was frequent if it was con-
tained in at least two different translations. 

                                                           
5 www.systranbox.com, www.worldlingo.com, www.freetranslation.com 
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Figure 3. CLQA Method using a question reformulation 



3.2 Results 

As we previously mentioned, one major problem of state-of-the-art Cross Language 
Question Answering systems is the translation of user questions. Several QA reports 
[6, 14] indicate that the translation errors cause an important drop in accuracy for 
cross-language tasks with respect to the monolingual exercises. Based on this fact, 
we evaluated the impact of our methods by measuring the fall of accuracy6 in the 
answer extraction caused by the question translation in relation to the Spanish mono-
lingual QA task. 

Table 1 shows the fall of accuracy, indicated as an error rate, corresponding to the 
three bilingual experiments. In this table, the first three columns indicate some base-
lines, which correspond to the error rates generated by each translation machine 
when they were used independently. On the other hand, the last three columns show 
the error rates obtained when we applied each one of the proposed methods.  

Table 1. Error rates with respect to the Spanish monolingual task 

 Baselines 
(a single translation machine) 

Our Methods 

 
TM1 TM2 TM3 

Best 
Translation 

Passages 
Combination 

Query 
Reformulation 

English-Spanish 25% 28% 27% 14% 12% 10% 
French- Spanish 28% 30% 28% 17% 16% 15% 
Italian- Spanish 30% 45% 41% 41% 24% 13% 

 
The results indicate that our three methods reduced –in the majority of the cases– 

the fall in accuracy, and produced lower error rates than using one single translation 
machine. For instance, for the English-Spanish exercise we could reduce the error 
rate from 25% (corresponding to the best single translation machine) to just 10% 
using the query reformulation method. For the French-Spanish task, the error rate 
moved from 28% to 15%, while for the Italian-Spanish we reduced it from 30% to 
13%. 

It also is important to notice that the worst results correspond to the Italian-
Spanish exercise. We believe these results were consequence of the bad quality of 
the used translators (with error rates from 30-45%). In particular, this situation 
greatly affects the performance of the best translation method, since no translation fit 
well to the language model. 

Finally, it is also important to point out that the best methods were those that com-
bine the capacities of all translations. Specifically, the query reformulation method 
produced the best results. We consider this performance is due because it simulates a 
kind of query expansion, retaining just the most confident words of all translations. 

                                                           
6 The accuracy indicates the percentage of correctly answered questions. It is calculated as the 

radio between the number of found answers and the number of questions. 



4 Conclusions and Future Work 

In this paper we presented three different methods to tackle the language barrier 
problem in CLQA. These methods consider the selection of the most fluent transla-
tion form a given set, the combination of the passages recovered by different ques-
tion translations, and the construction of a question reformulation by merging word 
sequences from several translations. 

The experiments indicated that the three proposed methods allowed reducing the 
fall in accuracy, and produced lower error rates than using any translation machine 
independently. They also gave some evidence about that the best methods were those 
that combine the capacities of all question translations, namely, the passage combina-
tion method and the query reformulation approach. These results confirmed our 
hypothesis that all translations are partially correct and that using information from 
all of them allows identifying answers that could not be find using one single ques-
tion translation. Nevertheless, it is important to emphasize that our conclusions are 
not completely general, since our results are in some extent dependent to the used 
QA system, especially to the passage retrieval system, as well as to the target lan-
guage and the document collection. 

As future work we plan to do some additional experiments in order to determine 
some parameters of the methods. In particular, we plan to: (i) use more translation 
machines in order to determine the number and the quality of the selected translators; 
(ii) experiment with other target languages; and (iii) evaluate the performance of the 
proposed methods when using some other QA systems. 
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