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ABSTRACT - In this paper we present a method for mining the Web in order to extract lexical 
patterns that help in discriminating the senses of a given polysemic word. These patters are 
defined as sets and sequences of words strongly related to each sense of the word. To discover 
the patterns, the method first determines the different senses of the word from a reference lexical 
database, and then it uses the set of synonyms from each sense as search patterns on the Web. 
The purpose is to create a corpus of usage cases per sense, downloading snippets via fast search 
engines. Finally, it applies a well-known association discovery data mining technique to select the 
most relevant lexical patterns for each word sense. The preliminary results indicate that making 
sense out of the Web is possible and the discovered patters should be of great benefit in tasks 
such as information retrieval and machine translation. 

1. INTRODUCTION 

With the so-called information society every day 
the quantity of stored information multiplies, 
which involves an increase in the difficulty of 
processing this information with classic methods. 
To overcome this problem, in the last years a 
series of techniques have arisen. For instance, 
data mining that facilitate the prosecution and 
the analysis of information in an automatic way. 
The idea is based on the fact that the data 
contains more hidden information of that it is 
seen to simple sight. Therefore, data mining can 
be defined as the no trivial extraction of 
information implied, previously not acquaintance 
and potentially useful, from the data (Frawley, 
1992). Web mining, on the other hand, focuses 
in the use of techniques of data mining to 
automatically discover and extract information 
from documents and services of the Web 
(Etzioni, 1996). 
     In Natural Language Processing (NLP) the 
use of corpora –huge collections of textual data– 
is important to extract language models: a list of 
word combinations that allows knowing the 
words frequently used together and the words 
belonging to a certain domain.  
     The use of the Web as corpus has great 
advantages for NLP tasks (Kilgarriff, 2003). 
Basically, the Web is an easy and fast way to 
access a great variety of stored information in 
electronic format in different parts of the world. 
There are different investigations that have been 
realized using Web as linguistic resource (Brill, 
2001) (Solorio, 2004) (Grefenstette, 1999) 
(Bunescu, 2003) (Volk, 2001). For the case of 
Word Sense Disambiguation (WSD), (Mihalcea, 
2004) uses the redundancy of the Web as 

source of knowledge for all kinds –supervised 
and unsupervised– of WSD systems. Whereas 
other authors, as (Celina, 2003), use the Web to 
enrich labeled corpora, which later facilitate the 
task of WSD. Nevertheless, the Web has several 
negative aspects. It is very heterogeneous and 
disorganized; also a lot of useless information 
exists. Furthermore it is not possible to be sure 
that everything found is correct, since nobody 
checks it. But thanks to the redundancy of the 
Web the correct information predominates. 
     In the present work we use the Web as a 
corpus and apply Web mining techniques to 
extract interesting relations between words. 
Basically, we focus in the extraction of lexical 
patters related to the different senses of a given 
polysemic word. These patterns are 
combinations of words that frequently co-occur 
and that correspond to a particular sense of the 
reference word. They are of two basic types: 
continuous strings of words, i.e., sequences, or 
sets of isolated words, i.e., associations. Both 
kinds of patterns are common in all languages, 
types of writing, and topical areas. 
     We expect the extracted patterns to enhance 
the performance of WSD systems, and also to 
contribute to other NLP applications such as: 
conceptual information retrieval (Montes, 2000), 
text classification (Kosala, 2000), and automatic 
translation (Smrz, 2001). 
     The following sections are organized as 
follows. Section 2 describes the general 
methodology for discovering the word sense 
discrimination patterns from the Web. Section 3 
shows the results from the analysis of the 
polysemic word peak. Finally, the section 4 
presents our conclusions and depicts the future 
work. 
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2. METHODOLOGY 

The extraction of lexical disambiguation patterns 
from the Web considers three main steps: 
1. The construction of a corpus of prospective 

usage examples for word sense. 
2. The extraction of all restricted-size lexical 

patterns contained in the corpora. 
3. The selection of the most relevant and 

discriminating patterns (associations and 
sequences of words) for each one of the word 
senses. 

 The following sections describe some details on 
these tasks. 
 

2.1. Corpus construction 

The purpose of this first step is to construct a 
corpus of usage examples for each sense of the 
given word. The word must be polysemic and 
must exist in a reference lexical database (e.g. 
WordNet for Englsih (Miller, 1995) ). The lexical 
database allows determining the different 
senses attributable to the word and obtaining 
their corresponding set of synonyms. The set of 
synonyms are used as search patterns in the 
Web. In our case we are using Google as search 
engine, though recent investigations show that 
the results on word sense disambiguation do not 
depend much on the selected search engine 
(Rosso, 2005). The snippets returned by the 
search engine are downloaded and joined with 
the results of the rest of the synonyms of the 
same word sense, forming one corpus per 
sense. The figure 1 illustrates this process. 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 1. - Corpus construction 

     It is important to notice that the examples of 
the created corpora not necessarily correspond 
to the indicated word sense; they just contain 
some synonym of a sense of the given word. 
Further analysis is required to select the real 
examples and patterns for a specific word 
sense. 

 

 

2.2 Pattern extraction 

In this stage all the word associations and word 
sequences of given maximum size are extracted 
from the corpora.  
 
     In order to be interesting, a lexical 
association must be defined as a set of one or 
more words occurring at the neighborhood of a 
synonym of the word sense, while a lexical 
sequence must be a chain of one or more words 
linked to synonym of a specific word sense. 
     The extraction of the lexical associations is 
based on the use of traditional data mining 
techniques. In particular we adapted the well-
known “a priori” algorithm for the association rule 
discovery (Agrawal, 1999).  
     The extraction of lexical sequences also 
considers several ideas from data mining. It is 
based on an iterative procedure that allows 
finding all maximal sequences (not included in 
any other sequence), of a maximum specified 
size. Details on the methods for association and 
sequences extraction are in (Guzmán, 2005). 

2.3 Pattern selection 

In order to determine the most relevant patterns 
per sense we applied the following criteria. 

Strength measure 

This measure is based on the frequency of 
occurrence of the pattern (sequence or 
association) in a sense corpus. It is defined as 
follows (Smadja, 1993). 
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where fP indicates the frequency of the pattern P 
in a reference sense corpus, fµ the average 
frequency of all patterns in this corpus, and σ 
their standard deviation. The score SP is the 
strength of the pattern P. 
     Considering the patterns with strength 
greater than one, we assure the extraction of 
only those patterns highly related with a specific 
word sense, eliminating those appearing just by 
chance. 
 

Dispersion levels 

It is not sufficient to compute the strength of a 
pattern to select the most relevant ones. It is 
also necessary to consider the dispersion of the 
patterns among the whole set of synonyms of 
the each word sense, as well as their dispersion 
among the different senses of the word. Here 
are two basic assumptions: 
     Internal dispersion assumption: a pattern 
occurring within the near context (predefined 
window) of all (or the majority of) the synonyms 
of a word sense tends to be more relevant for 
that sense that a pattern happening with just 
some synonyms. 



 

 

     External dispersion assumption: a pattern 
happening in only one (or in a few) sense corpus 
tend to be more relevant for that sense that a 
pattern equally distributed in all senses. 
 
The internal and external dispersions of a 
pattern indicates, in some degree, it qualitative 
condition. Used in combination with the strength 
measure –a quantitative characteristic of the 
pattern–, the dispersion measures ensure the 
selection of high quality patterns per sense. 

3. RESULTS 

In order to demonstrate our method we analyze 
the word peak. This word is extremely polysemic 
(it has 7 different senses) and has several 
synonyms per sense (5 synonyms per sense, in 
average). 

Here is a brief description of the senses of the 
word peak. This description was taken from the 
WordNet database.  

1. extremum, peak -- (the most extreme possible 
amount or value) 

2. flower, prime, peak, heyday, bloom, blossom, 
efflorescence, flush -- (the period of greatest 
prosperity or productivity) 

3. acme, height, elevation, peak, pinnacle, 
summit, superlative, top -- (the highest level or 
degree attainable) 

4. peak, crown, crest, top, tip, summit -- (the top 
point of a mountain or hill) 

5. point, tip, peak -- (a V shape) 

6. vertex, peak, apex, acme -- (the highest point 
(of something)) 

7. bill, peak, eyeshade, visor, vizor -- (a brim that 
projects to the front to shade the eyes) 

Table 1 shows some average data about the 
experiment. It is important to notice that even 
when we downloaded many usage examples for 
each word sense, they were insufficient. The 
average occurrence of a word was in most 
cases less than 5. As a consequence we could 
extract just a few relevant patterns for sense. 
The relevance criteria, specially the dispersion 
conditions, seemed to be very rigorous. 

 
 
Table 2 presents a list of some lexical 
associations related to the different senses of 
the word peak. 
 

Table 2.- Associations 
Sense Words 

1 {global, conditions, large, educations} 
2 {most, series, time, sites} 
3 {America, great, die} 
4  {sports, college, university, science} 
5 {jobs, magazine, district} 
6 {performance, standard, class} 
7 {accessories, bill} 

 

4. CONCLUSIONS 

In this paper we present a method for extracting 
sense discrimination patterns from the Web. The 
method allows finding lexical associations and 
sequences for each sense of a given polysemic 
word. Our first experiments showed the potential 
of the Web as linguistic corpus. Our principal 
contribution is the search in the Web for 
(quantitative and qualitative) relevant patterns 
for each word sense. The preliminary results 
presented in this work are for English nouns, 
nevertheless, this methodology can be applied 
to other syntactic categories, as well as to other 
languages, providing that in those languages a 
lexical database exists. 
     At present, the dispersion conditions are very 
rigid, since the patterns must be in the context of 
all the synonyms that compose the sense and 
just in that sense, causing that many relevant 
patterns stay out of the analysis. For this reason 
it is desirable to implement a weighting scheme 
of dispersion that allows considering a pattern 
even if it does not appear in the context of all the 
synonyms of the sense or in just one sense. 
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Table 1. -  Statistics for the word peak. 
Sense 1 2 3 4 5 6 7 

Examples of use 7624 42066 49196 26895 11684 32772 22279 
Different words 2279 7881 8359 5770 3127 6202 5516 

Average 3.3 5.3 5.9 4.7 3.7 5.3 4.04 
Standard deviation 4.9 10.9 10.1 9.1 6.6 8.2 7.75 

Relevant associations 10 5 4 10 4 63 3 
Relevant sequences 7 4 5 5 4 15 6 
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