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Abstract.  One major goal of human computer interfaces is to simplify the com-
munication task. Traditionally, users have been restricted to the language of com-
puters for this task. With the emerging of the graphical and multimodal interfaces 
the effort required for working with a computer is decreasing. However, the prob-
lem of communication is still present, and users continue caring about the commu-
nication task when they deal with a computer. Our work focuses on improving the 
communication between the human and the computer. This paper presents the 
foundations of a multimodal dialog model based on a modal logic, which inte-
grates the speech and the action under the same framework. 

Keywords: human computer spoken interaction, speech acts, multimodal interac-
tion, and modal logic. 

1 Introduction 

The first dialog systems used the speech as the unique communication channel. How-
ever, the human communication is strongly multimodal. The lips movement, the facial 
expressio ns, and the gestures are all of them key elements in the human interchange 
of information. 

Current multimodal dialog systems attempt to integrate several communication 
modalities along with the speech. The construction of this kind of systems is a com-
plex task [7, 9, 12]. It considers several problems such as: speech recognition, natural 
language understanding, knowledge representation, fusion of the different input mo-
dalities in a coherent message, the definition of a dialog model and ot hers. 

This paper focuses on the definition of a dialog model. It presents the foundations 
of a multimodal dialog model based on a modal logic, which represent the rules of the 
conversation and integrates in the same framework the direct actions (those accom-
plished with a device of direct designation such as the mouse) and the spoken ones 
(those orally requested by the user to the machine). This consideration is of great 
relevance because the spoken actions are not performed immediately such as the 
direct ones. Thus, the evolution of a spoken action must be controlled during the 
dialog: from the moment it is proposed until the time it is satisfied.  

The proposed model is supported by the theory of speech acts [1, 11]. It is based on 
the hypothesis that the dialog is conduced by the metal states that maintain the beliefs, 
desires and intentions of the user. Nevertheless, this model does not attempt to set a 



human behavior to the machine, but only to give it the logical elements to hold its 
actions [2]. The idea of treating the speech as an action is not original (see for in-
stance [3, 4, 8]), however our logic implements a general mechanism in which the 
spoken action is controlled over all the dialogic interchange. This way, it models the 
convergence  of a cooperative dialog [17]. 

T he paper is organized as follows. Section 2 presents the complete logic frame-
work. Section 3 shows a short but illustrative example of a dialog conduced by the 
proposed logic. Finally, section 4 discusses our conclusions and future work. 

2 A logic for the dialog 
This section presents the basis of a logic that models the information interchange 
between a user and a machine. This logic, inspired by previous works [2, 3, 6, 10, 13, 
14, 15, 16], proposes the integration of the dialog acts in a framework based on the 
action. It contains elements of an epistemological logic –to represent the knowledge –, 
a dynamic logic –to describe the action and its effects– and a dialogical logic –to 
represent the obligations and intentions expressed during the dialog. 

2.1 Basic concepts 

This subsection defines the three basic concepts of our logic: knowledge, action and 
intention. 

The knowledge is represented by the operator s (to know). For instance, the fo r-
mula Us ϕ expresses that the user knows the proposition ϕ  (to make the distinction 
between the user and the machine, the two possible agents of our logic, we used the 
letter U  for the user and M for the machine). 

In order to represent the action, we introduce the notion of an event. An event Uf α 
is the achievement of the action α by the user (or Mf α in the case of the machine), 
which has the proposition ϕ as result. Using the notation of a dynamic logic we have 
the following formula [U f α  ] ϕ. This formula indicates that after the execution of α 
by the user, ϕ is true. An action can be a base action, i.e., an elemental instruction, or 
even a task, i.e., a sequence of actions organized by a plan. 

The intention is represented by the operator i. Only the user is capable of having 
intentions, thus the formula Ui ϕ expresses the intention of the user to make ϕ true. 

2.2 Dialog acts 

A dialog act is an action causing a change in, on one hand, the task or the machine 
knowledge about the task, and on the other hand, the dialog itself. Hence, a dialog act 
is defined as an event [U f α ]( ϕα ∧ ϕd ), where the result is the set of changes related 
with the task ϕα and with the dialog ϕd. 

The changes related with the task are the own effects of the actio n (ϕα), while the 
changes related with the dialog ϕd shows the progress in the dialog state after each 
interchange of information. In our case, the goal of any dialog is to complete the task 
intended by the user. This way, each dialog act produces an effect over the goal (ϕd). 
Further, the effects of a spoken action depend on the comprehension of the action by 
the receptor (who may not understand or even perform an erroneous operation), and 



consequently, they are not always predictable. In other words, the effects of a spoken 
action only make sense when they are related with the intentions of the speaker. Thus, 
the evolution of a spoken action must be controlled during the dialog: from the mo-
ment it is proposed until the time it is satisfied. For this reason we define the follow-
ing states for an action: 

 ?  Proposed goal; an action to be perform it. 
 +  Reached goal; an accomplished action with no confirmation. 
 ++ Satisfied goal; a completed (and correct) action. 
 @  Aborted goal. 

The dialog acts are expressed, by means of direct and spoken actions, as follows: 

 Uf α, Mf α the user or the machine performs α . 

 Uff α, Mff α   the user asks the machine to perform the action α (or vice 
versa) 

 Ufs φ, Mfs φ  the user informs φ to the machine (or vice versa) 

 Uffs φ, Mffs φ  the user asks the machine to inform φ (or vice versa) 

where the action fs is an abbreviation of the base action to share: 
Ufs φ ≡ Uf shareφ. 

2.3 Definition of the Language Ld 

Definition 1 . If Τ is the set of propositional symbols, Ab a finite set of base actions, U 
the symbol to named the user and M the machine, then the language Ld is defined as 
follows: 

 Ld is the smallest subset of T such that: 
  - if ϕ, ψ  ∈ Ld then ¬ϕ, ϕ ∨ ψ  ∈ Ld 

- if α ∈ Ac, y ϕ ∈ Ld then 
-    Us ϕ, Ms ϕ, [Uf α]ϕ, [Mf α]ϕ, Ui ϕ ∈ Ld 

 where Ac is the smallest subset of Ab, such that: 
  - if α ∈ Ab then α ∈ Ac 
  - if ϕ ∈ Ld then verify(ϕ) ∈ Ac 
  - if α ∈ Ac and β ∈ Ac then α ;β ∈ Ac 

We use the abbreviated notations ϕ ∧ ψ  for ¬ (¬ϕ ∨ ¬ψ) and ϕ ⊃  ψ for ¬ (ϕ ∧ ¬ψ ). 
The true abbreviation is considered as a valid formula, e.g. ϕ ∨ ¬ϕ, and false as an 
abbreviation of ¬true. 
Definition 2. The semantic of the language Ld. The class M of the models of Kripke 
contains all the tuples M = <S, π, RU, RM, IU, rU, rM> such that: 

i) S is the set of possible worlds, or states. 
ii) π is a function that assigns truth values to the propositional symbols of T in a 

possible state s ( π(s) : T → {1,0} for all s ∈ S). 



iii) RU is a binary relation among the possible states of S. It is the relation of acces-
sibility to the user knowledge ( RU ⊆  S × S) 

iv) RM  is a binary relation among the possible states of S. It is the relation of acces-
sibility to the machine knowledge ( RM ⊆ S × S) 

v) IU is a binary relation among the possible states of S. It is the relation of acces-
sibility to the user intentions ( IU ⊆ S × S ) 

vi) rU is a relation among the set of possible states caused by the accomplishment 
of the action α by the user in a possible state s, (rU : Ac × S →  ℘(S)) 

vii) rM is a relation among the set of possible states caused by the accomplishment 
of the action α by the machine in a possible state s, ( rM : Ac × S → ℘(S)) 

Definition 3.  Let M = <S, π, RU,  RM,  IU, rU, rM> be a Kripke model of class M. The 
truth value of a proposition ( |= ) in a possible state s, based on the model M, is induc-
tively defined as follows: 

 M, s |=  ϕ  iff π(s)(ϕ) = 1 for ϕ ∈ T 
 M, s |=  ¬ϕ  iff M, s |≠ ϕ 
 M, s |=  ϕ ∨ φ  iff M, s |= ϕ or M, s |= φ  
 M, s |= [Uf α ] ϕ  iff ∀s’ [s’ ∈ rU(α , s) ⇒  M, s’ |= ϕ ] 
 M, s |= [Mf α ] ϕ  iff ∀s’ [s’ ∈ rM(α , s ) ⇒  M, s’ |= ϕ ] 
 M, s |= Us ϕ  iff ∀s’ [(s,  s’) ∈ RU ⇒ M, s’ |= ϕ ] 
 M, s |= Ms ϕ  iff ∀s’ [(s,  s’) ∈ RM ⇒ M, s’ |= ϕ ] 
 M, s |= Ui ϕ  iff ∀s’ [(s, s’) ∈ IU ⇒ M, s’ |= ϕ ] 

where rU and rM, denoted as rA for their equivalence and shake of simplicity, are de-
fined by: 

 rA( verify(ϕ), s)  = {s} if M, s |= ϕ 

  = ∅  in other case 
 rA( (α ; β), s) = rA(β, rA(α , s )) 

2.4 Definition of the axioms 

This subsection presents the main axioms of our logic. The first part describes the 
axioms about the knowledge, the second part introduces some concepts related with 
the goal evolution, and the third part explains the axioms about the cooperative dia-
log. 

2.4.1 Knowledge characterization 

The following axioms describe the machine and the user knowledge, and for the case 
of the machine, they characterize it knowledge about the user intentions. 

Let A = {U ,M}: 

(A1) Αs ϕ ∧ Αs(ϕ ⊃  φ ) ⊃  Αs φ  axiom K 
(A2) Αs ϕ ⊃ ϕ  

The user and the machine just know true facts 
(A3) Αs ϕ ⊃ Αs Αs ϕ  positive introspection  



The user and the machine know the facts that they know  
(A4) ¬Αs ϕ ⊃ Αs ¬Αs ϕ  negative introspection 

The user and the machine know the facts they do not know 

2.4.2 Goal evolution 
In our model, the structure of the dialog is based on the user intention. This intention 
is expresses as an action (or plan), which its effect is the desired final state. Thus, the 
realization of a dialog act generally produces a movement to the goal. This movement 
depends on the current situation and in the dialog act. It is represented by three states: 
(i) a proposed goal, when the user orders the machine the execution of an action 
(Uff), or asks it for an information (Uffs); (ii) a reached goal, when the machine re-
sponds (Mfs ), or execute the requested action (Mf); (iii) finally, a satisfied goal , when 
the user is pleased with the machine response. Of course, the user can abort a goal at 
any moment. The following paragraphs describe this evolution at detail.  

The user asks the machine to perform an action 

i) A proposed goal is the effect of a user request. It is expressed as a user intention 
(that the machine performs some action) integrated with the machine knowledge. 

[Uff α ] ( Ms Ui [Mf α]ϕ )   ≡   [Uff α] ( ? [Mf α ]ϕ )  

Here the abbreviation ?Mf α  designates the action Mf α  as a proposed goal. 

ii) A reached goal emerges when the action requested by the user becom es true. 

Ms Ui [Mf α]ϕ ∧ [Mf α]ϕ  
≡ ? [Mf α ]ϕ ∧ [Mf α]ϕ 
≡ + [Mf α ]ϕ  

where the abbreviation +Mf α designates the action Mf α as a reached goal. 

iii) A satisfied goal materializes when the user admits the action of the machine as 
acceptable. This acceptation can be explicit (when the user informs that his inten-
tion is no more related with the propos ed action), or even implicit (when the user 
asks the machine to perform a different action –not related with the previous one). 

Ms Ui [Mf α]ϕ ∧ ([Ufs U¬i [Mf α ]ϕ]φ ∨ ([Uff β]γ ∧ ¬rel(ϕ,β))) 
≡ ? [Mf α ]ϕ  ∧ ([Ufs U¬ i [Mf α]ϕ]φ ∨ ([Uff β]γ ∧ ¬  rel(ϕ,β))) 
≡ ++ [Mf α]ϕ  

Here, the abbreviation ++Mf α designates the action Mf α  as a satisfied goal. 

iv) An aborted goal occurs when the user informs the machine that his desire is no 
more the achievement of the action in progress. 

Ms Ui [Mf α]ϕ ∧ (Ufs Ui [M ¬f α]ϕ) 
≡ ? [Mf α ]ϕ ∧ (Ufs Ui [M¬ f α ]ϕ) 
≡ @ [Mf α]ϕ  

Here, the abbreviation @Mf α designates the action Mf α as an aborted goal. 



The user asks the machine to inform something 

In this case (a question Uffs), the goal has the same evolution that in the previous one, 
but the machine response is of the type Mfs. It is necessary to remember that ffs is a 
short form for ff share, where to share is a base action. 

[Uffs φ] (Ms Ui [Mfs φ])  
≡  [Uffs φ] (? [Mfs φ]ϕ) 

Here the abbreviation ?Mfs φ designates the sharing of information Mfs φ as a pro-
posed goal. 

The machine asks the user to inform something 

In this framework for human computer interaction, the machine has no intentions. 
However, it can take some initiative when the information required to complete a task 
is incomplete. Basically, the machine can generate a subdialog in order to request 
some complement ary information to the user. Different to a user request, the evol u-
tion of a subgoal proposed by the machine has just the following two stages. 

i) A proposed subgoal is the effect of a machine request for complementary infor-
mation to the user. 

[Mffs φ] (Ms Ui [Ufs φ]ϕ)   ≡   [Mffs φ] ( ? [Ufs φ]ϕ) 

Here the abbreviation ?Ufs φ designates the action Ufs φ as a proposed su bgoal. 

ii) A reached, and consequently, satisfied subgoal materializes when the answer 
waited for the machine is true. 

Ms Ui [Ufs φ]ϕ  ∧ [Ufs φ]ϕ   
≡ ? [Ufs φ]ϕ ∧ [Ufs φ]ϕ  
≡ ++ [Ufs φ]ϕ 

Here the abbreviation ++Ufs φ designates the action Ufs φ as a satisfied subgoal. 

iii) An aborted subgoal occurs when the user informs the machine that he will not 
answer the given request. 

Ms Ui [Ufs φ]ϕ ∧ [Ufs [U¬fs φ] ϕ ] γ 
≡ ? [Ufs φ]ϕ  ∧ [Ufs [U¬fs φ]ϕ ]γ  
≡ @ [Ufs φ]ϕ  

Here, the abbreviation @ Ufs φ designates the action Ufs φ as an aborted goal. 

2.4.3 Cooperative dialog 
As explained in the above sections, the cooperative dialog is produced around a task, 
where the machine is just a collaborator in it achievement. In our case, the machine 
has the obligation to resolve the proposed goal, for that it will be necessary its spoken 
intervention when lack the information to complete the task. The following axioms 
describe the cooperative dialog under these considerations. 



The machine is obligated to reach the proposed goal 

If the user orders the realization of a task, and the machine knows the plan (Msf, 
knows how to do it), then the machine executes this plan  

(A5.i)  ? [Mf α]ϕ  ∧ Msf α ∧ α  ∈ Ab ⊃ [Mf α ] ϕ 
for a base action (i.e. elementary instruction) 

(A5.ii) ? [Mf (β1; β2)]( ϕ1 ∧ ϕ2 ) ∧ Msf β1 ⊃  [Mf β1] (ϕ1 ∧ [Uff β2] ( ? [Mf β2]ϕ2)) 
for a complex task (i.e. a sequence of basic actions) 

The ignorance of the machine generates a question 

In this case, the machine knows the proposed task, but requires more information to 
accomplish it. Consequently, the task must be stopped until the information is com-
pleted. The machine executes two complementary actions before the tasks: (1) it asks 
the user about the required information, and (2) it verifies the user answer. 

(A6) ? [Mf α]ϕ  ∧ Msf α ∧ M¬s parameter(α, φ) ⊃ 
       ? [Mffs  parameter(α, φ)]   
                       (? [Ufs parameter (α , φ)] ;   
                         verify(++Ufs parameter(α , φ); [Mf α] ϕ) 

3 A brief example  

The following example shows the structure of a short dialog where the interchanges 
of information converge to a goal in a world of design. For this example, we take a 
small fragment of a dialog from the DIME corpus [18]. This corpus was constructed 
for studying the multimodal interaction in the domain of kitchen design. In the se-
lected fragment the user asks the system to reallocate the kitchen sink. However, he 
does not specify the new position, causing a subdialog (see step 4) by the system in 
order to obtain such information. 

The knowledge of the system at this moment: 
(C1) Msf move(Obj, NewLocation)     The machine knows the base action to move 

utt259: u: now move the kitchen sink    (ahora a recorrer el fregadero) 
[Uff move(obj53, ?)] 

1. [Uff move(obj53, ? )]( ? Mf move(obj53, ? ))  
 Definition of Uff  the proposed goal 

2. ? [Mffsparameter(move(obj53, ? ), ?)] 
       (? [Ufs parameter (move(obj53, ? ), ? )];   
              verify(++Ufs parameter(move(obj53, ? ), ?);  
              Mf move(obj53, ? )) 
 1, C1, A6  a generated subgoal 



3. [Mffs  parameter (move(obj53, ? ), ? )]  
       (? [Ufs parameter (move(obj53, ? ), ? )];   
              verify(++Ufs parameter(move(obj53, ? ), ?);  
              Mf move(obj53, ? ) ) 
 2, A5.i 

[Mffs parameter(move(obj53, ?), ?)] 
utt260: s: where do you want it?     (¿a dónde quieres que lo ponga?) 

4. (? [Ufs parameter(move(obj53, ?), ? )];   
              verify(++Ufs parameter(move(obj53, ? ), ?);  
              Mf move(obj53, ? ) ) 
 Definition of Mffs  proposed subgoal 

utt261: u: move it to the dishwasher      (recorrerlo hacia la máquina lava trastes) 
[Ufs parameter(move(obj53, loc45), loc45)]  

5. [Ufs parameter(move(obj53, loc45), loc45)]  
  ( Ms parameter(move(obj53, loc45), loc45) 
 Definition of Ufs 

6. ++ Ufs parameter(move(obj53, loc45), loc45)  
 4, 5  satisfied subgoal 

7. [Mf move(obj53, loc45)](hold(location(obj53, loc45))) 
 3, 6, and the definition of move 

[Mf move(obj53, loc45)] 
M:  <reallocation of the kitchen sink to the new position in the graphical context>  

8. +[Mf move(obj53, loc45)] 
1, 7  reached goal 

4 Conclusions 
This paper establishes the basis of a multimodal dialog model. In this model, the user 
activities are characterized by his goals, which at the same time give a structure to the 
dialog. 

The proposed dialog model is based on a modal logic framework. This logic frame-
work considers the action its central element. Thus, a spoken intervention is 
contemplated just as another form of action. This way, the dialog conduces the execu-
tion of an action, and the action causes the dialog. 

In addition, our logic framework describes the dialog (i.e., the interchange of in-
formation) as the evolution of the goal proposed by the user. This evolution is a se-
quence of spoken and direct actions defined by the user intentions and the machine 
knowledge. 

As future work, we plan to define new axioms that allow describing other phe-
nomenon of the multimodal conversations, such as the resolution of the incomprehen-
sion related with the problems of communication. 
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