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Abstract. The language model is an important component of any speech recogni-
tion system. In this paper, we present alexical enrichment methodology of corpora
focused on the construction of statistical language models. This methodology co n-
siders, on one hand, the identificetion of the set of poor represented words of a
given training corpus, and on the other hand, the enrichment of the given co rpus by
the repetitive inclusion of selected text fragments containing these words. The first
part of the paper describes the formal details about this methodology; the second
part presents some experiments and results that validate our method.
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1 Introduction

The language model (LM) is an important component of any automatic speech recog-
nition system. Its purpose is to reduce the search space in order to accelerate the rec-
ognition process. There are two kinds of language models: grammar based and stati s-
tical. The statistical LMs have the capability to use the statistical properties of lan-
guage in context of two or more words. Because of this, statistical LMs are more
flexible than the grammar based ones, and a low capturing situations closer to spoken
language (where rules for wri tten language are not always respected).

Statistical LMs are calculated from training corpora delimited by their vocabulary
size, the treatment of unknown words, and others [3]. The sizeof the trai ning corpus
is an essential factor of a LM. Generally, a large corpus tends to have more contexts
for each word, and thus tends to produce more accurate and robust LMs.

The construction of a corpus is not an easy task mainly because the written texts do
not represent adequately many phenomenon of spontaneous speech. One way to di-
minish this problem is using web documents as data sources. Because many people
around the world contribute to create the web docu ments, most of them has informal
contents, and include many everyday as well as non-grammatical expressions used in
spoken language. This situation alows not only the construction of very large corpora
but also the creation of corpora combining good written grammatical text and free text
closer to the spoken language [2, 7].

Once a training corpus is constructed from the web several questions emerge. For
instance, is the obtained corpus rich enough for the specified task? are the domain



words well represented? can the corpus be enriched? In this paper, we present a meth-
odology to respond to these questions. Basically, this methodology consists of two
steps: i) a lexical analysis of the training corpus in order to identify its weaknesses
relating to a given reference corpus?, and ii) a lexical erichment process of the trai n-
ing corpus focused on reducing the identified weaknesses, and obtaining a better LM.

The rest of the paper is organized as follows. Section 2 introduces formal concepts
of the lexical analysis of a training corpus, and explains the identification of its bad
represented words. Section 3 describes its enrichment process. Section 4 shows some
experiment results that illustrate and validate our method. Finally, section 5 presents
our concl usions and discusses future work.

2 Lexical Analysisof the Training Corpus

It is clear that the terms and expressions used in real dialogs considerably differ from
those occu rring in texts. For instance, we can expect that the frequency of occurrence
of pronouns and verbs in the first and second person is not similar between a dialog
among people and a written text. Therefore the aim of this analysis is to find those
words having very different frequencies in two corpora (i.e. between a training corpus
and a reference corpus). The identified words can be over or sub represented in the
training corpus related to the reference one.
The method of lexical analysis of two corpora consist of two major stages:
1. Constructing the word probability distribution for each corpus (preprocessing sta-
).
2. Measuring the difference between the probability distributions of the corpora, and
identifying the critical words (comparison stage)

These processes are described in the next two subsections.

21  Preprocessing Stage

This stage considers the creation of an index of the corpora. This index indicates the
words used in the corpora, and their corresponding frequencies of occurrence in each
corpus. We represent this index by an inverted file, and instrument it by a set of hash
tables [4].

Once the index is built, a frequency f‘C‘ is assigned to each word t. This fre-
quency indicates the number of occurrences of the word t in the corpus C;. Then,

using these frequencies of the words, a probability distribution D, = ptc' of the

words in the corpus G is constructed, where pFi = f[C-/ § f% expresses the prob-
j=1

ability of occurrence of the word t in the corpus C;. Here, n is the number of words

oonsidered by the index.

L A reference corpusis a set of samples for a given interaction including the linguistics phe-
nomen on of the domain. These corpora are obtained from real (or almost real) condtions. In
our case, we built the reference corpus using the technique of the Wizard of Oz (see section
4.1).



22  Comparison Stage

This stage aims, at a first step, determining the general differece between the cor-
pora. Then based on this information, identifying the specific words mainly causing
thisdifference (i.e. the set of disparate words of the training corpus).

221 Comparison of the probability distributions
In order to measure the lexical difference between the corpora, we compare their

word probability distributions D; :{p[c' } Because we are interested in the general
difference regardless of the direction, we propose a comparison measure Diff for two
distributions: the quotient of the difference area and the maximal area. This measure
reflects an overall difference of the corpora and does not measures individual propor-
tions of difference of each individual word. More detail on this measure can be found
in[5].

Diff =24 differencecoefficiert:
An
n
A =ad, differencearea

A=A ma)(plc’* e ) maximal area
d =|pf - pf | worddifference

If the difference coefficient between the two probability distibutions tendsto 1,

then there exists a considerable lexical difference between the corpora. On the con-
trary, if the difference coefficient tends to 0, then we can conclude that the corpora are
lexically similar.

222 ldentification of thedisparatewords

A global difference between the corpora is caused essentially by the abrupt differ-
ences d, of some individual words. We call these words disparate and defined them
as those with a difference noticeably greater than the typical difference. Let d , bea
“typical” valueof d, and d; be a measure of the “width” of the distribution (see
below). Then aword t for which d, >d,,+(@" d,) isidentified as a disparate word.
The tuning constant a determines the criterion used to identify an individual differ-
ence as noticeable.

d, :i§ d, averagedifference
Ni=
19 standardeviatiorof difference
ds A= (dt - du)z

Nt=1



3 Lexical Enrichment of thetraining corpus

On the basis of the lexical analysis of the corpora (i.e. the comparison of the training
and reference corpora), it is possible to determine, first, the appropriateness of the
training corpus related to the reference one, and then, the set of poor represent words
requiring to be enriched.

The appropriateness of the training corpus is determined by the difference coeffi-
cient. If this coefficient is closer to O, then the word distributions of both corpora are
similar, and thus the training corpus is adequate for the task at hand in accordance
with the reference corpus. On the contrary, if the di fference coefficient is closer to 1,
then the word distributions of the corpora are very different, and there are not suffi-
cientd ements to generate a satisfactory LM.

For the situation where the difference coefficient is closer to O, it is necessary to
enrich the training corpus. The lexical analysis allows determining the set of bad-
represented words (i.e. the set of disparate words). From them, the subset of sub-
represented words is of particular interest to be enriched. Wecall them critical words

Two different data sources can be used to obtain samples of the critical words, and
thus enriching the training corpus. On one hand is a new group of documents obtained
from the web; on the other hand is the reference corpus. Since we are inteested in the
creation of LMs for spoken language, and the spoken phenomenons are poorly repre-
sented in the web documents (for instance deictic and courtesy expressions; see sec-
tion 4.2), we decided to use the reference corpus as data source.

Basically, our method proposes to enlarge the training corpus aggregating to it sev-
eral times a set of selected phrases from the reference corpus. The following section
describes the selection of these phrases and their incorporation to the training corpus.

31 Theprocessof enrichment

Given the set of critical words W, (i.e. the set of sub-represented words in the training
corpus) the process of lexical enrichment of the training corpus consists of the follo w-
ing steps:

1. Construct the selected corpus Cs from the reference corpus C;. This new corpus
contains only those phrases from the reference corpus having one or more critical
words(i.e. C, [ G and |[CJ£|C,|)2 Some properties about the frequency of oc-

currence of its wordsare:
"t] W, : ftCs = ff’
"t W : ftCS £ ff’

2. Calculate the deficit of occurrence of each single critical word. This deficit ind-
cates the number of times the word t1 W_ must be incorporated to the training

rpus Ceinorder toreachitsprobability of occurrence in the reference corpus.

deficit =(P% - R%)"|c

2The notation | G| stands for the number of phrasesin the corpus G .



3. Determine the number of times (repetitions) the selected corpus must be aggre-
gated to the training corpus. This number of repetitions t is calculated in order to
fulfill the occurrence deficit of al critical words.

P= max( R), where:
R={r|tT W}
_ eficit

t C.
foe

4. Construct the enriched training corpus C,.. This step consists on aggregating f
times the selected corpus to the training one. The resulting enriched training corpus
stisfied the following condition: |C,,| =|C|+ ¢ |Cs|).

4 Experimental results

This section shows some experiments that validate our method. This experiments use
the corpus DIME as reference corpus, and the corpus WebDIME as training corpus.
The following subsections describe both corpora, and presents the results for their
lexical comparison, and for the lexical enrichment of the WebDIME corpus.

41  Corpora description

411 The DIME corpus

The DIME corpus is a multimodal corpus that provides empiric information for study-
ing the use and interaction between spoken language, deictic gestures and the graphi-
cal context during human-computer interaction [8]. This corpus consists of a set of
dialogs corresponding to the domain of kitchen design. This domain was selected
because it is simple (most people can undertake it without previous experience), has a
constrained language, and allows the use of deictic gestures.

For the construction of the DIME corpus, we used a so-called Wizard of Oz ex
periment. This experiment consists of a person (the wizard) playing the role of the
system, and other person (the subject) solving tasks in the domain of interest with the
help of the wizard [1].

The construction, and the corresponding transcription, of the DIME corpus was
performed within the context of the DIME project “Intelligent Multimodal Dialogsin
Spanish” [6]. Table 1 resumes the main characteristics of this corpus.

412 The WebDIME corpus

The creation of the DIME corpus was motivated by two different purposes: on one
hand, the study of multimodal human -computer interactions, on the other hand, the
construction of an automatic speech recognition system. Despite their richness for the
first purpose, the DIME corpus is very small to be used for obtaining a statistical LM
(i.e. to be used as training corpus). This situation motives us to collect a larger corpus
from the web: the WebDIME corpus.



DIME corpus WebDIME corpus

Instances of lexical forms 27459 27,224,579
Lexical forms 1110 1110
Lines 5/ 4,520,513

Table 1. Main data of the DIME and WebDIME cornora

The WEDbDIME corpus is a large set of phrases containing just the vocabulary for
the domain of kitchen design (i.e. the same vocabulary of the DIME corpus). It was
constructed from almost 30 gigabytes of Spanish web documents gathered by the
CLIPS-Index web robot [7]. Basically, it consists of all the minimal blocks containing
the words of the domain vocabulary found in the collected documents. The table 1
resumes the main characteristics of this corpus.

42  Resultsfrom thelexical comparison between DIME and WebDIME
The following bullets resume the results from the comparison of the corpora:

The difference coefficient is equal to 0.71. It indicates an important disparity
among the proportions of occurrence of the vocabulary words in both corpora. This
situation predicts the construction of an inadequate LM from the WebDIME corpus
for the tasks of kitchen design.

The set of critical words represents the 2.6% of the application vocabulary (see the
table 2). This words are of three main kinds:

o Domain words such as “refrigerator”, “cupboard” and “stove’. This is a seri -
ous problem since these words are very common in our gpplication.

o Deictic words, for instance, “there” and “here”. This omission occurs because
these words are common in amultimodal interaction but not in wri tten texts.

o Courtesy expressions including auxiliary verbs such as “can” and “would”.
These expressions are regular in Spanish spoken language but are almost null
inwritten texts.

It is important to point out that in spite of the small number of critical words (just
29 words from a vocabulary of 1110), the damage caused to the LM may be substan-
tial because it considers all usage contexts of these words. This supposition was con-
firmed by the experiments (see the section 4.3).

Critical words
ahi (there) esta (this, this one ponga (put)
ahora (now) esta (19 puedes ()
alacena( cupboard) éste (thisone) quieres (would
alacenas( cupboardg estufa (stove) quiero (would
aqui (here) fregadero(kitchensink) | refrigerador (refrigeraor)
asi (s0 hacia (for) si (ye9
bien (well) mueble (stuff) tenemos (have
bueno (good okey (0kay) vamos (|ets go
donde (where?) pared (wall) ver (o se)
esquina (Corner) poner (o put)

Table 2. The set of critical words of the WebDIME corpus



Training corpus | Perplexity | Bigram hit factor | Learned bigram
WebDIME 20302 2797 163624
WebDIME+ 16.42 3068 164462

Table 3. Evaluation of the obtained LMs

43  Resultsfrom thelexical enrichment of the WebDIME cor pus”

The enrichment of the corpus WebDIME was done in two steps (see the sedion 3.1).
First, we obtained a selected corpus C, of 3278 phrases from the DIME corpus (C,).
Then, we aggregate 402 times these phrases to WebDIME (C,) in order to build the
WebDIME+ corpus (Ce+)-

In order to estimate the adequacy of the enriched corpus, we evaluated the cover-
age of the resultant LM for the given task. Basically, we consider the following well-
known measures: the perplexity, the n-gram hit factor, and the number of learned
bigrams [3]. The table 3 compares the LMs constructed from the WebDIME and
WebDIME+ corpora. These results demonstrate that the LM obtained from the new
anriched corpus is better: the perplexity decreased, and the 2-gram hit factor and the
number of learned bigrams increased.

Addition aly, we performed another two experiments for validating our methodol -
ogy. These experiments considered different ways of enriching the training corpus.

The first experiment consisted on varying the number of repetitions the selected
corpus was aggregated to the WebDIME corpus. Table 4 shows the results of this
experiment. In this table, WebDIMEL is a corpus conformed by WebDIME and only
one repetition of the selected phrases; WebDIME262 contains 262 repetitions of the
selected corpus®, and W ebDIME800 contains 800 rep etitions.

Training . Bigram  Learned .
corpus Perplexity hit factor bigram Diff
WebDIME1 60.21 3068 164462 0.72
WebDIME262 1759 3068 164462 0.66
WebDIME+ 1642 3068 164462 0.64
WebDIMEBOO 1504 3068 164462 059

Table 4. Exneriments aaaregatina different times the selected corpus

The results show that perplexity decreased considerably between WebDIMEL and
the WebDIME+, and just a few between WebDIME+ and WebDIME800. Therefore,
from table 4 it is clear that the WebDIME+ corpus maintains the best relation beween
cost and benefit. Additionally, the table 4 shows a strong correlation between the
peplexity and the difference coefficient.

In the second experiment the selected corpus was substituted by the complete
DIME corpus (i.e. the construction of the selected corpus was eliminated from the

*All LMs used in the experiments were constructed by the same technique. Also, wereserved a
subset of the DIME corpus for evaluation purposes. This subset was excluded for the con-
struction of the selected corpus.

3262 isthe average of the repetitions of al critical words. The proposed calculus considers the
maximum instead of the average (see section 3.1).



Training corpus | Perplexity | Bigram hit factor | Learned bigram
WebDIMED1 12176 2047 165124
WebDIMED402 1759 2047 165124

Table 5. Experiments aoareaatina the reference corous

procedure of section 3.1). Table 5 shows the results of this eqperiment. In this table,
WebDIMEDL1 is the corpus conformed by WebDIME and one repetition of the refer-
ence corpus;, and WebDIMED402 consist of WebDIME and 402 repet itions of the
corpus DIME (i.e. the reference corpus).

The comparison of the results of tables 4 and 5 allows concluding that using a s
lected corpus is an advantageous strategy for compensating the deficit of the critical
words (at least a better strategy than just aggregating the reference corpus). For in-
stance, the results shows that perplexity was lesser and 2-gram hit factor was greater
when using the selected corpus.

5 Conclusions and future work

In this paper we presented a methodology for lexical corpora enrichment focused on
the creation of statistical language models. This methodology consists of two major
steps: first, a lexical comparison between the training and reference corpora that &
lows identifying the set of critical words (sub represented words) of the training cor-
pus; second, the lexical enrichment of thetrai ning corpus.

The proposed methodology was experimented with the DIME and WebDIME cor-
pora. The result of this experiment was the enriched corpus WebDIME+. We demo n-
strated that the adequacy of this new corpus for the task at hand was better than that
for the original training corpus.

Additionally, we propose a new measure, the difference coefficient, to quantify the
difference between two corpora. Our experiments demonstrate that, similar to tradi-
tional measures such as perplexity, this coefficient may be used to evaluate the ade-
quacy of acorpus to a given domain.

As future work we plan to: 1) continue the evaluation of the obtained LMs over a
speech recognition system, 2) propose a iterative method for corpora enrichment
based on the dynamic calculus of the critical words and pertinent stop conditions, 3)
extend the corpora comparison in order to consider syntactic infornation (such as part
of speech tags).
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