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Depression and mental disorders

• Depression affects a large portion of world population
(350 million in 2012, WHO)

• The leading cause of disability in the world

• ITs could offer support for therapists:
– Massive / Online / anytime monitoring of patients

– Identification of patients suffering depression

– Support tools to quantify the progress of the disease

– Large scale studies

– …



AVEC ‘14: Problem settting

• To learn a model to predict the degree of

depression (BDI-II) of patients by analyzing

clips (video+audio) in which patients interact

(one -way) with a computer(one -way) with a computer



Challenges of the AVE challenge

• Tiny training data set

• Raw video and audio (recorded with a webcam)

• Imbalanced “categories”

• Predictive variable was BDI-II• Predictive variable was BDI-II

• Clips were not necessarily recorded when the
patient is expressing the corresponding BDI

• Wide variety of subjects

• For some clips no word was pronounced

• …
In spite of these challening conditions, the potential impact of

DR systems is huge and, therefore, it is worth approaching it



Our solution to AVEC2014’s DRC

• We approach the problem as one of

regression, with two novel components:

– Clip segmentation, and the use of segment-level

featuresfeatures

– Using affective dimensions as features

• Further

– Exploiting multimodal information

– Exploring two segment aggreation strategies



Our solution to AVEC2014’s DRC

• Working hypotheses (research questions):

– How strongly correlated are the affective 

dimensions to the depression indicator?

– What is the appropriate segment size to estimate 

more accurately valence, arousal and dominance?

– Is worth combining multimodal information?, 

how?



Our solution to AVEC2014’s DRC



Audio-based semgentation

• Motivation:

– Local modeling of affective and audiovisual information

– Affect is expressed intensively in short episodes, emotions
can change rapidly

• Clips are segmented into sound and silence intervals
(PRAAT),

– segments of [0.5-2] seconds long

• Voice-segment identification (syllable detection and
classifier)



Affective dimensions as features

• Can affective dimensions be good predictive
variables for depression recognition?

• Affective dimensions we computed on a• Affective dimensions we computed on a
segment-level basis (we took the average
across a segment)

– Training and development: use te ground truth
dimensions

– Test: use predictions from a regression model



Affective dimensions as features

• Initial evidence (ground-truth AD):

Pearson correlation coefficient BDI-II –vs. Affective dimensions (training data)

Pearson correlation coefficient among affective dimensions



Affective dimensions as features

• Realistic scenario: obtaining AD values for test 

samples

– We used a regression model (SVR) at the segment

level, trained with baseline audio featureslevel, trained with baseline audio features

– Comparison of two segmentation methods



Affective dimensions as features

• Affective attributes were combined with additional features
derived from the audio signal:   
– Averaged speech rate along clip (number of detected 

syllables/segment duration ).

– Number of silence intervals greater than 10 seconds and less 
than 20 seconds. than 20 seconds. 

– Total time, in seconds, of silence intervals greater than 10 
seconds and less than 20 seconds. 

– Number of silence intervals greater than 20 seconds

– Total time, in seconds, of silence intervals greater than 20 
seconds

– Percentage of total voice time classified as neutral

– Percentage of total voice time classified as happiness

– Total duration of voice intervals

Each clip represented by the average values of attributes across segments



Visual features

• We consider raw motion/velocity attributes

• Face and eyes were detected (Viola & Jones) in 

segments we characterized segments as follows:segments we characterized segments as follows:

– Difference of initial and final positions of face/eyes

– Average, maximum, minimum, coordinates of 

face/eyes during the clip

– Average velocity of face/eyes (x/y axis)

– Motion history image / static history image

Visual features were extracted from both: voice and silence segments



Our solution to AVEC2014’s DRC

• Two variants to our proposal:

– Best individual model

– Majority voting



Our solution to AVEC2014’s DRC
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Experimental study

• Depression recognition performance using AD 

only (training-development)



Experimental study

• Best individual model (training-development)



Experimental study

• Majority voting (training-development)



Experimental study

• Meta model (training-development) :

• Meta model (test) :



Conlusions?

• Using AD as features is a promising and fruitful approach
for depression recognition, although results were
somewhat disapointing

• The best individual model (audio-based) resulted very
competitive as wellcompetitive as well

• The meta-model approach proved to be effective to
(slightly) boost performance

• The clip segmentation method performed better than the
baseline model



Thank you


