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Abstract

Objective: Acute leukemia is a malignant disease that affects a large proportion of the world population. Different types and subtypes of acute leukemia require different treatments. In order to assign the correct treatment, a physician must identify the leukemia type or subtype. Advanced and precise methods are available for identifying leukemia types, but they are very expensive and not available in most hospitals in developing countries. Thus, alternative methods have been proposed. An option explored in this paper is based on the morphological properties of bone marrow images, where features are extracted from medical images and standard machine learning techniques are used to build leukemia type classifiers.

Methods and materials: This paper studies the use of ensemble particle swarm model selection (EPSMS), which is an automated tool for the selection of classification models, in the context of acute leukemia classification. EPSMS is the application of particle swarm optimization to the exploration of the search space of ensembles that can be formed by heterogeneous classification models in a machine learning toolbox. EPSMS does not require prior domain knowledge and it is able to select highly accurate classification models without user intervention. Furthermore, specific models can be used for different classification tasks.

Results: We report experimental results for acute leukemia classification with real data and show that EPSMS outperformed the best results obtained using manually designed classifiers with the same data. The highest performance using EPSMS was of 97.68\% for two-type classification problems and of 94.21\% for more than two types problems. To the best of our knowledge, these are the best results reported for this data set. Compared with previous studies, these improvements were consistent among different type/subtype classification tasks, different features extracted from images, and different feature extraction regions. The performance improvements were statistically significant. We improved previous results by an average of 6\% and there are improvements of more than 20\% with some settings. In addition to the performance improvements, we demonstrated that no manual effort was required during acute leukemia type/subtype classification.

Conclusions: Morphological classification of acute leukemia using EPSMS provides an alternative to expensive diagnostic methods in developing countries. EPSMS is a highly effective method for the automated construction of ensemble classifiers for acute leukemia classification, which requires no significant user intervention. EPSMS could also be used to address other medical classification tasks.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

According to the Leukemia and Lymphoma Society, “leukemia is a malignant disease (cancer) of the bone marrow and blood characterized by an uncontrolled accumulation of blood cells [1]”. Leukemia is divided in myelogenous and lymphocytic types, where both types can be acute or chronic (which progresses slowly compared to acute leukemia). A few highlights taken from the Leukemia and Lymphoma Society facts 2010–2011 are as follows [1]:

- It is estimated that 259,889 people in the USA are living with, or are in remission from, leukemia.
- An estimated 43,050 new cases of leukemia will be diagnosed in the USA during 2011.
- In 2010, leukemia was expected to affect more than 10 times as many adults (39,733) as children (3317, aged 0–14 years).
The most common type of childhood leukemia (0–19 years old) is acute lymphocytic leukemia (ALL).

In 2007, the most recent year for which data are available, 74% of new ALL cases occurred among children (approximately 2859 cases, aged 0–19 years).

In 2010, it was anticipated that approximately 21,840 deaths (12,660 males and 9180 females) would be attributable to leukemia in the USA, i.e., 8950 attributable to acute myelogenous leukemia (AML), 4390 to chronic lymphocytic leukemia (CLL), 1420 to ALL, and 440 to chronic myeloid leukemia (CML).

Although these figures relate to the USA, proportional statistics are expected for other countries. Thus, it is clear that medical and technological advances in the understanding of leukemia will have a broad impact on the entire world population. In particular, acute leukemia is a deadly disease and the morphological identification of leukocytes is a fundamental task in its detection (the focus of this study). Acute leukemia may be either ALL or AML, with the following acute leukemia subtypes according to the French–American–British classification [2]: L1, L2, and L3 in the lymphocytic family; and M0, M1, M2, M3, M4, M5, M6, and M7 in the myelogenous family.

The morphological identification of acute leukemia is mainly performed by chemists and hematologists. The process starts when a bone marrow sample is taken from the patient's spine, which is prepared as a smear with Wright's staining method. This makes the white globules more visible during analysis. Depending on the economic resources of the hospital (because this equipment is very expensive), a flow cytometry test is conducted so the specific leukemia type and sub-type can be identified. After an accurate diagnosis, the appropriate treatment can be given to the patient. The flow cytometer test is usually considered reliable, which can make the morphological analysis obsolete, although high costs can mean that the morphological test is used. Indeed, most of the hospitals found in developing countries do not have flow cytometers, so morphological analysis is still required. During the morphological analysis, chemists and hematologists study the type and maturity level of leukocytes in the bone marrow sample. They use their knowledge to analyze the morphology of leukocytes to identify the type and subtype of acute leukemia. The identification by experts is reliable, but automated tools would be useful to support experts and reduce the costs for health institutions.

1.1. Proposed solution

This paper describes an automated approach for morphological acute leukemia classification from images based on machine vision and machine learning techniques. The proposed method consists of three main phases: cell segmentation, feature extraction, and classification. In a previous study, we focused on segmentation and feature extraction [3,4], whereas we concentrate on the classification stage in this paper. More specifically, we focus on the problem of selecting the best classification model (formed by data preprocessing, feature selection, and classification methods) to provide maximum classification accuracy.

In previous studies, physicians have reported errors of up to 40% when classifying acute leukemia subtypes.1 We have obtained accuracies close to 90% (in average) in our own previous studies by manually combining methods of preprocessing, feature selection, and classification, while trying to identify appropriate parameters to increase accuracy [4]. Although we obtained satisfactory results via the manual selection of classification models, this method was extremely difficult and time-consuming. Thus, automatic methods for effectively selecting classifiers are required. Clearly, increasing the classification accuracy translates into improved diagnoses by the hematologist, which in turn means that patients will have a better treatments and an increased life expectancy.

We aimed to develop more powerful tools to improve the classification accuracy of our previous study [3,4] and provide more reliable tools for medical diagnosis. Previously, we were mainly focused on segmentation algorithms. We also worked on the extraction of descriptive features/characteristics for acute leukemia cells. However, we did not find a combination of algorithms, parameters, and sets of descriptive characteristics, guaranteeing outstanding results. In order to achieve our goal, we propose the use of ensemble particle swarm model selection (EPSMS) for the automatic selection of accurate classifiers for the morphological identification of acute leukemia.

EPSMS is a generic tool that explores the search space of candidate classifiers to automatically build ensemble classifiers [5]. The main benefit of EPSMS is that it can obtain very effective classification models without user intervention. EPSMS selects ensembles instead of single models [6,7], so it is more robust to noisy data and it provides more stable predictions. A distinctive feature of EPSMS is that the ensemble classifier is formed of heterogeneous full models, where a full model is composed of methods for preprocessing, feature selection, and classification. We use EPSMS for type/subtype acute leukemia classification in an one-vs-all classification method where we selected ad hoc classifiers for each binary type/subtype problem. This was advantageous because different classification problems may require different classification models. Our results compared favorably with those reported in a previous study [3,4], where classification models were constructed manually after machine learning experts spent long periods of time in development. Furthermore, the models selected using EPSMS can provide insights into distinctive features of the acute leukemia type/subtype classification task. The improvements in performance were significant and they may motivate further research on the application of EPSMS to other medical tasks.

As mentioned earlier, we adopted a morphological approach because this is an inexpensive method that is available in many hospitals in developing countries. We are aware of other more precise options for addressing the problem, such as flow cytometry or microarray gene expression analysis techniques. Unfortunately, these techniques are not accessible to most people living in poor countries.2 We will also compare the performance of our technique with other approaches when data is available (as the cost of tests decrease) and when the method can be offered to more people. This is part of our future work. Meanwhile, we think the proposed approach is a practical alternative to expensive techniques. This statement is supported by experimental results that show the proposed approach achieves very similar performance to that obtained with alternative and more expensive methods.

The rest of this paper is organized as follows. The next section reviews related work on acute leukemia classification and ensemble member selection. Section 3 describes particle swarm model selection, which is the method EPSMS is based on. Section 4 introduces EPSMS and Section 5 describes how EPSMS was used for acute leukemia classification. Section 6 reports our experimental results acute leukemia classification. Finally, Section 7 summarizes our main findings and outlines future work areas.

---

1 According to the information provided by physicians that perform morphological classification manually at the Mexican Social Security Institute (IMSS).

2 At the moment of writing this paper, the cost of leukemia studies in Mexico range from 100 USD to 1300 USD. A large portion of Mexican population receives 100 USD or less as payment for a month of work.
2. Related work

This section reviews related work on acute leukemia classification and classification using ensemble methods.

2.1. Acute leukemia classification

Many studies have been devoted to the development of accurate methods for automatically detecting different types of leukemia. Huang et al. reported several methods for the recognition and classification of leukemia [8]. They focused on the seminal work of Golub et al. who presented the first microarray-based and bioinformatics-oriented approaches for identifying and classifying tumor types [9,10]. In that study they used a signal-to-noise statistic to select a small set of genes, before developed a scheme based on microarray gene expression analysis to distinguish ALL from AML, and they reported recognition rates of 94.1%. Other research studies were inspired by Golub et al. and they used the same ALL/AML data sets presented in [8]. These studies applied models, such as multilayer perceptron networks, support vector machines, and the k-nearest neighbor method, where the accuracy ranged from 58% to 97%.

Li et al. proposed two Bayesian classification algorithms, which incorporate feature selection, for the classification of gene expression data derived from cDNA microarrays [11]. The authors evaluated their methods using three gene expression data sets for colon cancer, ovarian cancer and leukemia (ALL vs AML). In addition to providing acceptable performance, the proposed methods provide sparse solutions.

Zong et al. developed a tool for the identification of different white blood cell categories in a given blood sample [12]. Two approaches were implemented with two different parametric data clusters. In the first, a multidimensional space using artificial neural networks (ANNs) was trained followed by cross-validation using cytometry data. The second approach exploited gene expression profiling of ALL to classify its six subtypes. The system was also trained to assess the inherent problem of data overlap and to recognize abnormal blood cell patterns. The classification performance of the first approach reached up to 100% while the performance of the second approach was up to 92%. A novel ANN algorithm for optimizing the classification of multidimensional data, which focused on acute leukemia samples, was proposed by Adjouadi et al. [13]. The ANN technique classifies normal vs abnormal (i.e., ALL and AML) blood samples. The authors reported classification results of up to 96.67% with an increased data set size.

However, despite the very good results obtained using microarray information, the process for gathering this data is complex and expensive. In this paper we propose an approach based on the morphological analysis of bone marrow, which achieved a similar performance to that reported with microarray data but that does not require sophisticated equipment. This means it can be applied in most health facilities in developing countries. Like microarray data analysis, flow cytometry studies are also very precise (e.g., 99.99% confident). However, they are also very expensive and only a few hospitals (in developing countries) can afford them. Therefore, compared with other methods our morphological method for acute leukemia identification offers a better tradeoff between low cost and accuracy, and we think it may have a broad impact.

The studies reviewed above are a representative sample of the wide variety of methods proposed for acute leukemia classification. Different methods for data preprocessing, feature selection, and classification have been developed in different studies, which have proved to be very effective with different acute leukemia data sets. These methods have been manually designed/selected by experts on machine learning and/or leukemia classification. Although this development scenario is acceptable, there are many situations where both types of experts are not available, so automated methods for the construction of classification models are required. Even in scenarios where expert knowledge is available, the availability of automated methods for classifier construction can simplify the design and development process. In this study, we explore the use of automatic methods for the construction of classification models for acute leukemia classification. In particular, we study the benefits of using a technique for the automatic construction of ensembles of full models, where a full model is composed of methods for data preprocessing, feature selection, and classification.

2.2. Ensemble classifiers

The underlying idea of ensemble methods is that we can obtain more accurate and more robust predictions by considering multiple views of the same problem. This is justified by theoretic and empirical studies showing that, under certain conditions, a combination of multiple individual models is beneficial in terms of accuracy and the stability of predictors [14]. However, despite the fact that the ensemble learning paradigm has been studied for more than two decades, there are still some open issues that merit further study. One issue is the selection of a set of classifiers for creating an ensemble [14–17].

Previous studies suggest that the effectiveness of ensembles depends on the accuracy and diversity of the individual models [14–17]. Thus, successful ensemble methods aim to guarantee (at least) default accuracy and high diversity among its members by adopting different strategies. For example, learning weights for weak learners [18], randomizing the sets of features and examples that are considered for each classifier [19,20], partitioning the input space into clusters and learning different classifiers for the different clusters [21], determining the most appropriate classifier (from a predefined set) for each test example according to distance measures [22], or using different learning algorithms for each individual model [17,23–26]. The latter strategy, known as heterogeneous ensembles, is most relevant to our work.

Heterogeneous ensembles are based on an assumption that decision functions will be different because different learning algorithms have different biases, which may lead to higher diversity among the individual models. However, a problem with this approach is that it is not clear how to select the learning algorithms that will form the ensemble. Some researchers have adopted diverse search strategies for the selection of a set of models so the performance of the ensemble is optimized under a certain fusion strategy [17,23–26]. They have considered a pool of classification algorithms and used combinatorial optimization techniques to select the combination of methods that maximizes the performance of the ensemble [24,27,28]. Some researchers have also attempted to optimize the weight associated to each method in the ensemble [25,26]. However, the parameters of the learning algorithms are fixed in these approaches so the classifiers are not really optimized for individual problems. In addition, the same data preprocessing methods and feature selection techniques are used for all of the models that are considered in the ensemble, thereby reducing the potential diversity of the members of the ensemble. In this study, we built ensembles using heterogeneous classifiers, which were composed of different methods for data preprocessing, feature selection, and classification. We also used different parameters for the individual models. These methods were selected using full model selection methods.

Full model selection methods are aimed at selecting the best combination of methods for preprocessing, feature selection, and classification, starting with a training data set [6,7,29]. The main benefit of these methods is that very effective classification models can be obtained for diverse classification problems without
spending much time on the design and development of specific models for these problems. Thus, the work of the data analyst is greatly simplified. The main hypothesis of this study was that full model selection methods could be helpful for selecting member classifiers when building ensembles [5].

To the best of our knowledge, the two main full model selection strategies proposed to date are described in [6,7]. Both methods are based on the same formulation, they explore the search space of full models that can be generated using methods from different machine learning toolboxes, where the two methods differ in the technique used to explore the search space. Gorissen et al. used genetic algorithms for model type selection [7], whereas Escalante et al. proposed particle swarm model selection (PSMS) [6]. Both techniques reported satisfactory results in diverse domains. In this study, we focus on the suitability of models selected with PSMS for building ensembles and we postpone until future work the study of models selected using Gorissen et al.’s method for building ensembles.

### 3. Particle swarm model selection

PSMS is the application of particle swarm optimization (PSO) to the problem of full model selection (FMS) [6]. Given a pool of methods for data preprocessing, feature selection, and pattern classification, and a data set associated with a classification task, FMS is the task of selecting the best combination of methods such that an estimate of generalization performance is maximized for the classification task. In addition, the hyper-parameters must be optimized for each of the selected methods. Thus, PSMS may be considered as a black-box tool that receives the input data set for a classification task and returns a very effective classification model.

A full model is comprised of the serial application of preprocessing, feature selection, and classification methods. For example, in the challenge learning object package (CLOP) [30], (the machine learning toolbox considered in this study), a sample full model is as follows:

$$\text{chain}(\text{normalize}(c = 0), \text{relief}(m = 25), \text{svc}(d = 0; \gamma = 0.13)),$$

where `chain` is the CLOP operator for building serial models. In this model, the data is first normalized (`normalize`) without previously centering (`c = 0`), before the `relief` technique is used for feature selection to select a maximum of 25 features (`m = 25`). Finally, the resulting data is used to train a support vector classifier (`svc`) with an `rbf` kernel and width `$\gamma = 0.13$`. The full list of methods available in the CLOP toolbox is described in Table 1. Thus, PSMS explores the space containing all the possible combinations of methods and parameters in Table 1 using PSO.

PSO was originally proposed by Kennedy and Eberhart [31], it is a population-based search heuristic that mimics the behavior of biological societies where individuals have common goals and show social and individual behaviors (e.g., swarms of bees or flocks of birds) [32]. Like evolutionary algorithms, PSO is useful when other techniques are not applicable such as gradient descend or direct analytical discovery. Combinatorial and real-valued optimization problems where the optimization surface possesses many locally optimal solutions (e.g., FMS) are well suited to swarm optimization. Comparable performances of PSO and other evolutionary computation methods (e.g., genetic algorithms) have been reported in the literature [32,33]. However, we selected PSO for FMS, rather than evolutionary algorithms, because of its simplicity and generality, and because no ad hoc modification was required when applying it to FMS [6]. PSO is easier to implement than evolutionary algorithms because it involves only a single operator for updating solutions. In contrast, evolutionary algorithms require a particular representation and specific methods for crossover, mutation, specification, and selection.

In the basic implementation of PSO, the solutions to the problem at hand are coded as vectors of real numbers $x_i \in \mathbb{R}^d$, where $d$ is the dimensionality of the solutions. $x_i$ is referred to as the ith particle or the position of the ith particle in the search space. Each particle is associated to a vector of velocities $v_i \in \mathbb{R}^d$ that specifies how particles move in the search space.

Initially, $m$-solutions and their velocities are randomly initialized. Next, each solution is updated iteratively by considering the previous best position for that solution (personal best) and the global best solution so far (global best) [32]. The personal best solution introduces local knowledge from the previous positions of each particle, whereas the leader particle (global best) provides global knowledge. The goodness of solutions is evaluated by means of a fitness function. We considered the following updating equations for the PSO algorithm:

$$x_i^{t+1} = x_i^t + \frac{1}{2} \left( v_i^{t+1} + v_i^t \right)$$

(1)

$$v_i^{t+1} = \left( W \times v_i^t \right) + \left( \begin{array}{c} c_1 \times r_1 \times (p_i - x_i^t) \\ c_2 \times r_2 \times (g^* - x_i^t) \end{array} \right)$$

(2)

where $p_i$ is the best position obtained by particle (solution) $x_i$ (i.e., personal best), $g^*$ is the best particle in the swarm up to iteration $t$ (i.e., global best), $c_1$ and $c_2$ are constant weights for the contribution of local and global knowledge, whereas $r_1, r_2 \sim U(0, 1)$ are random numbers. $W$ is the so called inertia weight, which weights the contribution of the previous velocity into the new one, see [32] for details. PSO ends when a fixed number of iterations ($t_{\text{max}}$) is performed. The PSO implementation we used is shown in Fig. 1.

In a previous study, we performed an extensive analysis of the influence of PSO parameters: $c_1$, $c_2$, $t_{\text{max}}$, $W$, and $m$, on the performance of PSMS and EPSMS [5,6,29]. In agreement with literature on PSO [32,34], we found that the most influential parameters were $c_1$, $c_2$ and $W$. In particular, we found that the configuration $c_1 = c_2 = 2$ and the adaptive inertia weight $W$ allowed PSMS to select very effective classification models and, more importantly, it allowed PSMS to avoid overfitting to some extent, see [6] for a detailed discussion.
Algorithm 1 Particle swarm optimization (PSO).

Requires:
- \( c_1, c_2 \): weights for local and global information;
- \( m \): number of particles in the swarm;
- \( t_{\text{max}} \): number of iterations;
- \( W \): inertia weight

Initialize swarm \( S = \{x_1, x_2, \ldots, x_m\} \)

Compute fitness function \( f_{\text{fitness}}(x_1, x_2, \ldots, x_m) \)

Identify global best \( (g_1^t) \) solution

Identify personal best solutions \( (p_1, \ldots, p_m = x_1, \ldots, x_m) \)

\( t = 1 \)

while \( t < t_{\text{max}} \) do

for all \( x_i \in S \) do

Calculate velocity \( v_i \) for \( x_i \) (Equation (2))

Update position of \( x_i \) (Equation (1))

Compute fitness \( (x_i) \)

Update \( p_i \) (if needed)

end for

Update \( p_t^g \) (if needed)

Decrease \( W \)

\( t++ \)

end while

return \( p_t^g \)

---

**Fig. 1.** Pseudo-code of the particle swarm optimization (PSO) algorithm.

Discussion on parameter selection for PSMS. Thus, we used this configuration of parameters in our experiments.

In PSMS, we defined a codification of full models using their parameters as vectors of real numbers and we used the straight PSO implementation shown in Fig. 1. The fitness function for PSMS was the \( k \)-fold cross-validation (CV) error of the full models using training data (\( k = 2 \) was used for the experiments reported in this paper). We used CV as a mechanism to avoid overfitting, although it is known that the model selection criteria (CV in our case) can also be overfitted [35]. However, in a previous study we found that the search method performed in PSMS was helpful for avoiding overfitting to some extent [6]. This was due to a combination of several factors, i.e., the incorporation of local and global information in the generation of new solutions (through the local and global best solutions), the inclusion of an adaptive inertia weight (i.e., \( W \)), the randomness introduced in the process to generate new solutions, and the use of CV. The combination of these factors allowed us to successfully apply PSMS in a variety of domains including authorship verification [36] and object recognition [5,37]. Also, it was evaluated using benchmark data [6] and in several machine learning competitions [6,29,38].

### 4. Ensemble particle swarm model selection

EPSMS is an extension of PSMS, which has the goal of building ensemble classifiers from PSMS’s partial solutions [5]. The intuition behind EPSMS is that a combination of candidate solutions can result in ensemble classifiers that are capable of outperforming individual models. EPSMS is motivated by the large number of solutions (i.e., a total of \((t_{\text{max}} + 1) \times m\)) that are evaluated via PSMS’s search process, most of which achieve performance better than random after a few iterations. EPSMS is also motivated by the fact that PSMS’s partial solutions are formed by heterogeneous classifiers, i.e., models that differ in terms of the methods used for preprocessing, feature selection, and classification, while also have different hyper-parameter settings. Our hypothesis was that this heterogeneity is correlated with diversity (i.e., models make uncorrelated errors). Both the performance and the diversity of members of ensembles are known to be very influential factors when building accurate ensembles [14–17]. Therefore, we can build very effective ensemble classifiers by carefully selecting PSMS partial solutions to ensure that diversity and high accuracy is guaranteed to some extent. Note that no special coding of solutions is required for EPSMS because this method only selects classifiers generated by PSMS that are potential ensemble members, while it combines the outputs of the identified methods.

#### 4.1. Selection of candidate solutions

In a previous study, we proposed three variants of EPSMS [5], which differ in the manner that PSMS partial solutions were selected for building the ensemble:
- **Best-set.** Uses the set of global best solutions found every \( h \)-iterations of PSMS (i.e., the global best is stored after every \( h \)-iterations).
- **Swarm.** Uses the resultant swarm at the end of the PSMS search process.
- **Best-per-iteration.** Uses the set formed by the best solution found after each PSMS iteration.

In [5], we evaluated the performance of the three strategies, in terms of the accuracy of the ensembles and the diversity of their members, using benchmark data and an object recognition data set. We found that the Best-set and Swarm strategies were outperformed (in terms of performance and diversity) by the Best-per-iteration approach, so we focused in the latter strategy in this study.

In the Best-per-iteration (BPI) formulation, we store the best solution found in the swarm after each iteration \( t \) of PSMS and we denote the full model associated with the best particle at iteration \( t \) as \( f_t \). Note that \( f_t \) may or may not coincide with the global best solution at iteration \( t \) (i.e., \( g_t^* \)). In this way, the solutions stored at each iteration are all different (guaranteeing diversity among models to some extent) and they provide better performance than the other models in the swarm at (least in) one iteration (guaranteeing the accuracy of the models to some extent). When the PSMS search process is complete, we have a set of \( t_{\text{max}} + 1 \) solutions, which are used to build the ensemble. At this point, no extra computation is required for selecting the members of the ensemble compared with the straight PSMS, because we simply stored certain full models that were evaluated via the search process of PSMS.

**Fig. 2** shows the straight PSMS approach (a), and illustrates how PSMS solutions are selected to build ensembles in EPSMS-BPI (b). We assume that the fitness function is a measure of the misclassification errors of each model using CV. Particles (i.e., full models) are represented as stars in each iteration \( t \), while the circle encloses the global best solution (i.e., \( g_t^* \)). During iterations \( t = 2, 3, 4 \), the global best does not change, so a total of six particles are depicted (five particles plus the global best solution) for these iterations. PSMS returns the global best solution \( g_{t_{\text{max}}} \), although a total of \((t_{\text{max}} + 1) \times m\) solutions were evaluated during the search process, see Fig. 2(a).

In Fig. 2(b), the particles enclosed in a square are those selected for building an ensemble in EPSMS-BPI. During the initialization (Init), \( m = 5 \) solutions are randomly generated. The solution with the lowest fitness value is marked as the global best (blue circle) and this solution is the one with the lowest value, so it is stored to be considered for the ensemble. In iteration \( t = 1 \), another five new solutions are generated using Eqs. (1) and (2). During this iteration, the global best solution is updated (because a new solution has obtained a lower fitness value) and this global best solution is also stored to be considered for the ensemble. During iteration \( t = 2, \)

---

4 One solution from each of the \( t_{\text{max}} \) iterations plus the best solution in the initial swarm.
Thus, the diversity of these models is also low, see [5].

Global best solutions with high probability at the end of the search. Solutions are similar, because all of the particles converge to the best solutions produced at the end of the PSMS search process. Most of these new patterns are generated using a standard averaging strategy to build the ensemble. When a set of solutions has been selected, they are combined to build the ensemble, we may produce a set of candidate solutions to be considered for the ensemble. This process is repeated for each iteration of PSMS.

If we only select the global best solutions at each iteration to build the ensemble, we may produce a set of candidate solutions with very low diversity because the global best solutions can be repeated during several iterations of PSMS. This is why the Best-set approach was not very helpful for building ensembles in a previous study [5]. With the Swarm approach, the m-particles at iteration \( t_{\text{max}} \) are used to build the ensemble, because this is the set of models produced at the end of the PSMS search process. Most of these solutions are similar, because all of the particles converge to the global best solution with high probability at the end of the search. Thus, the diversity of these models is also low, see [5].

4.2. Ensemble construction

When a set of solutions has been selected, they are combined using a standard averaging strategy to build the ensemble. When a new pattern \( \mathbf{p}^T \) needs to be classified, all of the individual models (previously trained using training data) are used to classify the example. Each individual model \( f_j \), \( j = \{1, \ldots, \text{\( t_{\text{max}} \)}\} \), expresses its confidence for the class of the pattern \( \mathbf{p}^T \), we denote with \( f_j(\mathbf{p}^T) \in [-1, 1] \) the confidence of \( f_j \) for pattern \( \mathbf{p}^T \). Next, we use the average confidence values as the confidence of the ensemble:

\[
 f_k(\mathbf{p}^T) = \frac{1}{\text{\( t_{\text{max}} \)}} \sum_{j=1}^{\text{\( t_{\text{max}} \)}} f_j(\mathbf{p}^T)
\]  

(3)

Finally, we assign the class corresponding to the sign of \( f_k(\mathbf{p}^T) \) to the test pattern.

The considered classifiers are potentially heterogeneous, so their outputs are normalized before fusion to ensure that they are on a comparable scale. We use the following normalization method for a classifier \( f_j \):

\[
 f_j(\mathbf{p}^T) = \frac{f_j(\mathbf{p}^T) - \min(f_j(\mathbf{p}^T))}{\max(f_j(\mathbf{p}^T)) - \min(f_j(\mathbf{p}^T))}
\]  

(4)

where \( f_j(\mathbf{p}^T) \) is the output of classifier \( j \) for input \( \mathbf{p}^T \), \( \min(f_j(\mathbf{p}^T)) \) and \( \max(f_j(\mathbf{p}^T)) \) are the minimum and maximum values, respectively, assigned by the \( j \)th classifier to an example in the test set.

4.3. Extensions to EPSMS

We now describe EPSMS modifications and extensions that have not been reported elsewhere. First, we describe an alternative fitness function and we describe an alternative for normalizing the outputs of individual classifiers before building the ensemble.

The original implementations of PSMS [6] and EPSMS [5] used the CV balanced error rate (BER) as the fitness function:

\[
 \text{BER}(\mathbf{f}) = \frac{E_+^{+}(\mathbf{f}) + E_-^{+}(\mathbf{f})}{2}
\]  

(5)

where \( E_+^{+}(\mathbf{f}) \) and \( E_-^{+}(\mathbf{f}) \) are the misclassification error rates for the positive and negative classes, respectively, for model \( f \). The main benefit of BER is that it is well suited to imbalanced domains because it takes into the account error rates of both classes [6,38]. However, although the resulting measure was very useful for model selection in previous studies [5,6,29,36,37], it was limited because it was dependent on a fixed classification threshold. For example, if the classification threshold is 0, examples \( \mathbf{p}^T \) where \( f(\mathbf{p}^T) > 0 \) are considered to belong to the positive class whereas examples where \( \mathbf{p}^T < 0 \) belong to the negative class. In certain classification models, however, the optimal classification threshold may be different from 0 (e.g., a classifier where the outputs are probabilistic), so BER does not reflect the actual performance of those classification models. Since we build ensembles by combining the real output for classifiers (see Eq. (4)), a measure to evaluate the real output of classifiers would be preferable.

![Fig. 2. Illustration of the PSMS (a) and EPSMS (b) approaches. (For interpretation of the references to color in the text, the reader is referred to the web version of the article.)](image-url)
5. EPSMS for acute leukemia classification

This section describes our proposed approach for acute leukemia classification using EPSMS. We first describe the scenario. Next, we describe the methods used for cell segmentation and feature extraction. Finally, we describe how EPSMS was used to select competitive classification models.

5.1. Morphological identification of leukemia

Our problem was the morphological classification of acute leukemia from digitized bone marrow images. The scenario can be summarized as follows. First, digitized images were obtained. After preprocessing the images (to adjust for the contrast and filtering noise), the first step of the methodology was image segmentation, which involved the identification of regions of interest in images. Features were then extracted from the regions identified, before the classification model was built. Fig. 3 shows the scenario we considered.

In this study, we used a database of cell images from real patients [41]. In each record in our database, we identified smears from patients who were representative of acute leukemia type (lymphocytic or myelogenous). In each case, we had the results of the flow cytometry test and stored the acute leukemia subtype. This selection was performed with the help of domain experts (chemists and hematologists) who carefully helped us to choose samples to digitize based on their experience.

We then digitized our bone marrow smear images using a Carl Zeiss optical microscope with 100 objectives. The microscope was connected to a digital camera via a frame grabber. The process used to obtain an image of a bone marrow smear was as follows. First, the smear was cleaned of dirt particles and located on the microscope slide. The smear was observed by the domain expert using a 10× lens with immersion oil to look for cells of interest inside the selected area. When the cells were located, they were digitized. This process was repeated as necessary, depending on the number of cells of interest found in each area. Next, we segmented the leukocytes and extracted significant characteristics to differentiate among the types and subtypes of acute leukemia cells. The segmentation method and features considered are described in the next section.

5.2. Segmentation and feature extraction

The segmentation phase of our methodology consisted of the isolation of leukemia cells from the digital images obtained in the previous stage. During this process, chemists and/or hematologists were required to identify regions of interest (ROIs). They selected cells that were representative of the types and subtypes of acute leukemia under study (which we used as training/test data in our machine learning task). After the domain expert had selected

\[ f_i(p^T) = \frac{f_i(p^T) - \text{mean}(f_i(.))}{\text{stddev}(f_i(.))} \]  

where \( \text{mean}(f_i(.)) \) is the average of the outputs of the classifier \( f_i \) while \( \text{stddev}(f_i(.)) \) is the standard deviation of the outputs of the classifier \( f_i \). Formula (6) is a standardization that is used widely in statistics for hypothesis testing and as a data preprocessing step in machine learning [40]. In Section 6, we report experimental results with PSMS/EPSMS when using both forms of normalization, (4) and (6), and when using the raw outputs of classifiers.

The next section describes how EPSMS was used for acute leukemia classification. EPSMS is a generic tool for the selection of classification models and its performance must be evaluated and validated appropriately in specific application domains, see Section 6. It is desirable to tailor EPSMS to each particular application domain, so it can exploit all of the available prior domain knowledge. We emphasize that the use of EPSMS or any other method for building classification models in the medical domain should not be a substitute for the diagnoses of physicians, and instead they should be considered as decision support tools.

\[ 5 \text{http://www.kaggle.com/}. \]

\[ 6 \text{http://clopinet.com/challenges/}. \]
superior performance to that obtained with manually selected models. We used EPSMS for morphology classification, which used the region where features were extracted (the whole cell, or the cell and nucleus + cytoplasm). Table 3 shows the performance obtained with features extracted from the whole cell, i.e., there were two regions from which features could be extracted (the cell and nucleus + cytoplasm). In our experiments. For further details on feature extraction we refer the reader to [3,4,43].

After determining which image regions corresponded to the nucleus and cytoplasm, we extracted the visual attributes from these regions. The extracted features were used to represent the cells. Because the experts have identified which cells were associated with specific types of acute leukemia, we used the pairs of features and leukemia types as observations in the classification task. The set of features used in our study are described in Table 2. These features were extracted from the nucleus and cytoplasm, as well as extracted features from the whole cell. In addition to the features listed in Table 2, we performed principal components analysis (PCA) and used the top 30 components from each RGB channel and from the gray scale image for a total of 120 components. Note that PCA was applied directly to the ROIs, rather than the features extracted from the ROIs.

The features extracted from the nucleus and cytoplasm were combined and used as a single region. The performance of features extracted from the nucleus and cytoplasm was compared to the performance obtained with features extracted from the whole cell, i.e., there were two regions from which features could be extracted (the cell and nucleus + cytoplasm). Table 3 shows the number of features for each combination of features (A, B, or C) and the region where features were extracted (the whole cell, or the nucleus and cytoplasm used as individual parts of the cell) in our experiments. For further details on feature extraction we refer the reader to [3,43,4]. The next section describes our classification approach for morphological leukemia classification, which used the features described in this section to represent images.

### 5.3. Classification with EPSMS

EPSMS is an automatic tool for the selection of highly effective classification models in generic classification tasks. We used EPSMS for type/subtype acute leukemia classification. Our hypothesis was that models selected with EPSMS could achieve comparable or superior performance to that obtained with manually selected models. As well as improving performance, the use of EPSMS has additional benefits, e.g., specific models could be used for the classification of different acute leukemia types/subtypes, without spending long periods of time manually selecting the best model for each task. Thus, experts on machine learning or in the application domain were not required.

EPSMS is designed for binary classification problems where training examples can belong to one of two classes. Thus, the straight EPSMS implementation could be used for most acute leukemia classification tasks in this study. For example, models of leukemia type classification (ALL vs AML), or several configurations of leukemia subtype classification problems (e.g., L1 vs L2 or M1–M2 vs M3) could be selected with straight EPSMS. However, there were other scenarios where the classification problem was associated with more than two classes, i.e., a multiclass classification problem. For example, when the patient was positive for AML and we wanted to know the specific subtype (i.e., M1 vs M2 vs M3), or when we did not know the type of leukemia and we wanted to know the type and subtype of leukemia (e.g., L1 vs L2 vs L3 vs M1 vs M3 vs M5).

In the multiclass classification tasks, we used an one-vs-all (OVA) method because of its efficiency and proven performance [44]. In OVA, a set of K-binary classifiers is built given a multiclass classification problem with K classes, where each classifier is able to discriminate examples as class \( k_i \) (positive class) or \( k_{j \neq i} \) (negative class), provided each classifier is independent. When a new observation \( \mathbf{p}^t \) needs to be classified, it is passed through the K-classifiers and each classifier \( f_i \) returns a real value \( f_i(\mathbf{p}^t) \) reflecting its confidence in the correct labeling of \( \mathbf{p}^t \) using \( k_i \). The class corresponding to the classifier with the highest confidence is assigned to \( \mathbf{p}^t \).

Fig. 4 shows the OVA method used for multiclass acute leukemia subtype classification\(^7\) where the class corresponding to the classifier with the largest confidence value was selected as the output of the multiclass classifier. This is a fairly standard multiclass classification strategy. In previous studies, however, the same classifier \( f \) was used for all classes [4], whereas in this study a different classifier \( f \) was used for each class, where each classifier was an ensemble selected using EPSMS. We believe that the selection of ad hoc models for each of the subproblems can have a positive impact on the final multiclass classifier. In Section 6, we provide experimental results that support our hypothesis.

### 6. Experiments and results

This section describes the experimental results for the application of EPSMS for leukemia subtype classification. The next section describes the experimental methodology we used. Section 6.2 describes the experimental results for leukemia subtype classification using EPSMS.

---

\(^7\) For the output combination stage, the outputs of the classifiers for each class are standardized using Formula (6)
### Table 4

Type statistics for the data set used in our experiments.

<table>
<thead>
<tr>
<th>Type/subtype</th>
<th>ALL</th>
<th>L1</th>
<th>L2</th>
<th>AML</th>
<th>M2</th>
<th>M3</th>
<th>M5</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. images</td>
<td>295</td>
<td>102</td>
<td>135</td>
<td>338</td>
<td>95</td>
<td>47</td>
<td>56</td>
</tr>
</tbody>
</table>

### 6.1. Experimental settings

In our experiments, we used the cell image collection from the Mexican Social Security Institute, which contains 633 bone marrow leukemia cell images with different color staining (the images correspond to real cases of acute leukemia). The images in this collection were digitized by Morales et al. [41], as described in Section 5.1. Table 4 shows the number of examples associated with each subtype of acute leukemia included in the collection.

We performed several acute leukemia classification experiments with EPSMS. In each experiment, we tested different classification tasks based on previous work [4]. These classification tasks include a leukemia type classification task (ALL vs AML) and subtype leukemia classification tasks for the types ALL (L1 and L2) and AML (M2, M3 and M5). We also report results for subtype leukemia classification, in the following settings: [M2 vs M3 vs M5] and [L1 vs L2 vs M2 vs M3 vs M5]. In the latter experiments we used a multiclass classification approach with the OVA method [44], see Section 5.

To assess the classification performance of EPSMS we used a 10-fold cross validation approach [45]. In this method, the available data were split randomly into 10 subsets with 10 rounds of training/testing, where in each round nine subsets were used for training (i.e., EPSMS was used for the selection of models and the construction of the ensemble) while one subset was used for testing (i.e., using the constructed ensemble), and a different testing subset was used in each round. The performance of the ensemble was evaluated in the test subset for 10 rounds and the average and standard deviation of its performance was reported. We would like to emphasize that the test samples were not used in any form during the model selection process or for training the selected models, thereby avoiding any “selective bias” [46,47]. In each experiment, we also ensured that the same partitions of training and testing were used by all the methods compared. Thus, all of the methods used exactly the same data for training and testing in each fold of the 10-fold cross validation. We used AUC as the main evaluation measure, see Section 4. In the multiclass classification problem, we reported the average AUC obtained by the independent models and the percentage of correct classifications.

In addition to evaluating the performance of EPSMS in different settings we assessed the performance of the best single-model selected by PSMS (i.e., straight PSMS). This result will be useful for evaluating the advantages of EPSMS over PSMS. We also evaluated the performance of the random forest classifier implemented in CLOP [48], which was identified as the best performing model for the data sets we used. The results obtained using random forest were helpful for assessing the advantages of the full model selection strategy compared with a highly competitive classifier. However, identifying the random forest classifier as the best performing model in the classification tasks required a long period of trial and error experiments. Finally, in order to compare the performance of EPSMS with previous studies, we provide the results obtained using manually selected models as reported in Reta et al. [4], which were the previous best results for the data sets we used.

Table 5 summarizes the methods compared in our experiments.

### Table 5

Summary of the methods compared in the next sections.

<table>
<thead>
<tr>
<th>Method – ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>Best result obtained using a manually selected model, as reported in [4].</td>
</tr>
<tr>
<td>Baseline</td>
<td>Random forest classifier, implemented by Dahinden [48].</td>
</tr>
<tr>
<td>PSMS</td>
<td>Model selected with straight PSMS.</td>
</tr>
<tr>
<td>E1</td>
<td>EPSMS-BPI using Expression (4) to normalize the outputs of individual models.</td>
</tr>
<tr>
<td>E2</td>
<td>EPSMS-BPI using Expression (6) to normalize the outputs of individual models.</td>
</tr>
<tr>
<td>E3</td>
<td>EPSMS-BPI using the raw output of individual models.</td>
</tr>
</tbody>
</table>

**Fig. 4.** OVA multiclass classification approach. \( K \) (independent) binary classifiers are built, where each can classify the observations in class \( k \) vs the rest \( k_{j \neq i} \). A test region \( p^T \) is assigned the label corresponding to the classifier with the highest confidence \( f_i(p^T) \).
In the next section we use a Wilcoxon signed-rank test to determine the statistical significance of any performance differences among the methods. This test is recommended for the comparison of classifiers among multiple data sets [49].

6.2. Experimental results

This section reports the experimental results for acute leukemia subtype classification. The goals of this section are:

- to analyze the classification performance of the models selected by EPSMS for the different acute leukemia classification tasks;
- to evaluate the improvement provided by EPSMS compared with PSMS and the baseline classifier;
- to compare the performance of EPSMS using the normalization strategies described in Section 4;
- to compare the performance of the models obtained with EPSMS with those produced in previous studies [4].

Table 6 shows the experimental results with different methods for the different leukemia subtype classification tasks. We show the results for the different sets of features and for the different regions where features were extracted, see Section 5.2.

Table 6 shows that the results obtained using the different techniques were acceptable for most acute leukemia classification tasks. However, EPSMS consistently outperformed the results obtained using the reference, baseline, and straight PSMS methods with the different settings. Only three settings in the results from a previous study [4] outperformed EPSMS, i.e., rows 4, 18 and 30, although the difference in performance was very small. In fact, the differences in performance (across all settings) between the E1, E2, and E3 methods with the reference and baseline methods were statistically significant at the 99% level, where E1, E2 and E3 performed better. The random forest baseline method outperformed the reference method and PSMS in 18 and 16 out of the 30 settings, respectively, which demonstrated the high performance of the baseline method used. The difference between the reference and the baseline method was statistically significant, whereas the difference between PSMS and the baseline was not.

The results shown in Table 6 confirm that fusing the output of the selected models improved the performance of the best individual model selected using PSMS. The differences between PSMS and E1/E2 were statistically significant at the 99% level, whereas the difference between E3 and PSMS was not statistically significant. Thus, it was better to use a normalization strategy for fusing the outputs, rather than using the raw outputs of classifiers. However, the three normalization strategies performed similarly. In fact, the differences in performance among the three EPSMS variants were not statistically significant. The use of E1 and E2 is preferable because E3 did not outperform PSMS. In future work we would like to explore alternative strategies to fuse the outputs of the selected full models.

Table 6 shows that EPSMS delivered no significant difference in performance with the different feature subsets (A, B or C) or when features were extracted from different regions (N and NC). This was not true for the methods used in the reference study [4] where methods built using features from subset B had a limited performance in the different tasks. This is an important result.
Table 7
Average AUC performance for the different type/subtype classification tasks (multiclass classification). The best result in each row is shown in bold. In this experiment we used the features subset C, based on results from Table 6.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Region</th>
<th>Reference</th>
<th>Baseline</th>
<th>PSMS</th>
<th>E1</th>
<th>E2</th>
<th>E3</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1 vs M3 vs M5</td>
<td>Avg. AUC</td>
<td>C</td>
<td>78.66</td>
<td>92.58</td>
<td>92.37</td>
<td>93.94</td>
<td>93.94</td>
</tr>
<tr>
<td>Accuracy</td>
<td>C</td>
<td>66.13</td>
<td>82.29</td>
<td>83.37</td>
<td>81.32</td>
<td>79.76</td>
<td>78.79</td>
</tr>
<tr>
<td>Avg. AUC</td>
<td>N-C</td>
<td>92.80</td>
<td>92.35</td>
<td>92.36</td>
<td>93.94</td>
<td>93.92</td>
<td>93.28</td>
</tr>
<tr>
<td>Accuracy</td>
<td>N-C</td>
<td>84.87</td>
<td>82.87</td>
<td>81.84</td>
<td>81.87</td>
<td>82.34</td>
<td>79.34</td>
</tr>
</tbody>
</table>

M1 vs L2 vs M1 vs M3 vs M5

| Avg. AUC | C | 84.03 | 92.34 | 91.13 | 93.78 | 93.76 | 83.40 |
| Accuracy | C | 55.86 | 74.95 | 72.86 | 75.83 | 76.06 | 74.92 |
| Avg. AUC | N-C | 92.33 | 91.76 | 90.62 | 94.21 | 94.09 | 86.09 |
| Accuracy | N-C | 77.48 | 73.81 | 71.72 | 74.50 | 75.65 | 74.03 |

Table 8
Members of ensembles generated using EPSMS with the best and worst average performance among the three variants of EPSMS for the results reported in Table 6. Column 2 indicates whether feature selection (FS) was performed before data preprocessing (P). Columns 3–5 show the preprocessing, feature selection and classification techniques used in each individual model.

<table>
<thead>
<tr>
<th>ID</th>
<th>P/FS</th>
<th>Preprocessing</th>
<th>Feature selection</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>FS</td>
<td>Standardize(1), shift-scale(0)</td>
<td>Pearson(103)</td>
<td>lssvm(c = 1; d = 1; y = 0.4315; sh = 0.6828; b = 1)</td>
</tr>
<tr>
<td>2</td>
<td>P</td>
<td>Normalize(1), standardize(1), shift-scale(1)</td>
<td>Frest(4)</td>
<td>logitboost(u = 10; sh = 0.33925; de = 1)</td>
</tr>
<tr>
<td>3</td>
<td>P</td>
<td>Normalize(1), shift-scale(1), standardize(1)</td>
<td>Frest(4)</td>
<td>rf(u = 10; m = 1; b = 1)</td>
</tr>
<tr>
<td>4</td>
<td>P</td>
<td>Normalize(1), shift-scale(1), standard-ize(1)</td>
<td>Relief(65)</td>
<td>lssvm(c = 1; d = 2; y = 2.8358; sh = 2; b = 1)</td>
</tr>
<tr>
<td>5</td>
<td>P</td>
<td>Normalize(1), shift-scale(1), standard-ize(1)</td>
<td>Relief(65)</td>
<td>lssvm(c = 1; d = 1; y = 2.0133; sh = 0.92317; b = 0)</td>
</tr>
<tr>
<td>6</td>
<td>P</td>
<td>Standardize(0), shift-scale(1)</td>
<td>Frest(17)</td>
<td>rf(u = 10; m = 4; b = 1)</td>
</tr>
</tbody>
</table>

Because we can practically achieve similar accuracy using features extracted from the whole cell, or the nucleus and cytoplasm. This means it is not necessary to perform image segmentation to achieve acceptable classification performance. A final observation from the results shown in Table 6 is that EPSMS did not obtain the best results in the 30 classification tasks but it was the most reliable method with all settings. This confirmed that no single classifier or method guarantees the best classification model for all classification tasks, although EPSMS was a much better choice than the other model selection strategies considered.

The computational complexity of EPSMS/PSMS is difficult to estimate because it depends on the complexities of the methods used during the search process (different methods for classification, feature selection, and preprocessing), which also depend on other factors such as the number of examples or the dimensionality of the problem (see [6] for an extended discussion of the computational complexity of PSMS). During each run of PSMS, a total of \((m_{\text{max}} + 1) \times m\) solutions were evaluated and each evaluation requires a \(k\)-fold cross validation. Therefore, EPSMS/PSMS may be a computationally expensive process for large or high-dimensional data sets. In practice, however, this complexity is manageable. For example, the average processing time for EPSMS/PSMS in the experiments reported in Table 6 was 45.63 min on a laptop with 2 GB of RAM and a Dual Core Processor at 1.5 GHz. This was the average time required for the evaluation of the 10 folds in the cross-validation. Thus, 45.63 min were required for ten runs of EPSMS/PSMS. We should also emphasize that the generation of ensembles using EPSMS does not add to the complexity of PSMS.

Fig. 5 summarizes the results from Table 6, to show the best result obtained using each method in each binary classification task. With the exception of the task M2 vs M3, M5 EPSMS had the best model in all tasks. The improvement over the reference method performance was considerable. It is important to point out that

![Fig. 5. Best result obtained using each method in each binary classification task.](image-url)
outperformed E1, E2, and E3 in terms of the features extracted from the N-C region, although the differences were rather small.

Table 8 shows the members of two ensembles selected using EPMS for the results reported in Table 6. In particular, we highlight the ensembles with the worst and the best performance with any EPMS variant in Table 6. This table shows that different individual models were used for building the ensembles, which differed in terms of preprocessing methods, feature selection techniques, and classification model, while the parameters of each model were different. Thus, this table shows that individual models were diverse when compared with each other. It was interesting that the individual models with the worst performing ensemble did not use any feature selection method or preprocessing method in four out of the six models. In contrast, five out of the six individual models with the best performing ensemble included preprocessing and feature selection methods. This suggests that the incorporation of preprocessing and feature selection methods is an important factor that affects the performance of the ensemble. It is also interesting that the classifiers with the best ensembles were less complex than those with the worst ensembles (e.g., compare the number of units (u) used for the logitboost and rf classifiers in the best and worst ensembles).

7. Conclusions

We proposed the application of EPMS to the problem of acute leukemia classification. The classification of acute leukemia subtypes is an important task because it ensures patients receive appropriate treatments. Very effective methods and tests are available for this task, but they are complex and very expensive. Thus, these methods are not available in most developing countries. The morphological classification of acute leukemia, where bone marrow cell images are analyzed, is an inexpensive alternative to these complex methods.

EPMS is a tool for automatically building ensembles that does not require prior knowledge of the domain or machine learning. EPMS is a generic technique but it can generate classification models that are specifically designed for each acute leukemia classification task. In this study we proposed improvements for EPMS and reported experimental results based on real data for the acute leukemia classification task.

The experimental results showed that acceptable performance could be obtained with EPMS in the classification of acute leukemia subtypes. We found that EPMS outperformed previous methods with different settings. EPMS outperformed manually constructed models [4], a strong baseline classifier [48], and PSMS [6]. The results were consistent in different subtype classification tasks, using different features, and different image regions where features were extracted. In addition to its accuracy, another benefit of EPMS is that no user interaction is required to produce highly effective classification models. Thus, other medical (and non-medical) classification tasks could benefit from EPMS. Furthermore, the analysis of models selected using EPMS could provide the analyst with insights into the different classification tasks, which may help to build classification models for other related problems. It is important to emphasize that the classification performance of models selected with EPMS was very close to that obtained with more accurate, but expensive methodologies. Further, EPMS achieved similar results when using features extracted from segmented and unsegmented images. This is important because image segmentation is still an open issue in computer vision.

Several future research directions arose throughout the development of this work. In particular, we would like to develop alternative strategies for the selection of individual models and/or for the combination of heterogeneous models with the goal of improving the performance of EPSMS. Also, we would like to develop parallel versions of EPSMS to increase the efficiency of the method and to explore the development of alternative heuristic search methods for the selection of ensemble classifiers. We would like to develop hierarchical classification models based on EPSMS for acute leukemia classification. Finally, we are very interested in applying EPSMS to other medical classification tasks.
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