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Abstract

We introduce a novel learning algorithm for noise elimi-
nation. Our algorithm is based on the re-measurement idea
for the correction of erroneous observations and is able to
discriminate between noisy and noiseless observations by
using kernel methods. We apply our noise-aware algorithms
to several domains including: astronomy, face recognition
and ten machine learning benchmark datasets. Experimen-
tal results adding noise and useful anomalies to the data
show that our algorithm improves data quality, without hav-
ing to eliminate any observation from the original dataset.

1 Introduction

Real world data are never as good as we would like them
to be and often can suffer from corruption that may affect
data interpretation, data processing, classifiers and models
generated from data as well as decisions based on them.
On the other hand, data can also contain useful anomalies,
which often result in interesting findings, motivating fur-
ther investigation. Thus, unusual data can be due to several
factors including: ignorance and human mistakes, the in-
herent variability of the domain, rounding and transcription
errors, instrument malfunction, biases and, most important,
rare but correct and useful behavior. For these reasons it is
necessary to develop techniques that allow us to deal with
unusual data.

Data cleaning is a well studied task in many areas dealing
with databases, nevertheless, this task requires a large time
investment. Indeed, between 30% to 80% of the data analy-
sis task is spent on cleaning and understanding the data [9].
An expert can clean the data, but this requires a large time
investment, growing with the number of observations in the
data set, which results in expensive costs. From here arises
the need to automate this task. However, this is not easy,
since useful anomalies and noise may look quite similar to

an algorithm. For this reason we need to endow to such al-
gorithm with more human-like reasoning. In this work the
re-measurement idea is proposed; this approach consist of
detecting suspect data and, by analyzing new observations
of these objects, substitute errors while retaining anomalies
and correct data for a posterior analysis. This idea is based
on the natural way in which a human clarifies his/her doubts
when he/she is not sure about the correctness of a datum.
When a person is doubtful about an object’s observation, a
new observation or many more can be obtained to confirm
or discard the observer’s hypothesis.

The proposed methods could be useful in areas such as
machine learning, data mining, pattern recognition, data
cleansing, data warehousing and information retrieval. Al-
though in this work we oriented our efforts to improve data
quality for machine learning training datasets, we tested our
developed method on several domains including: astron-
omy, face recognition and 10 benchmark datasets. This pa-
per is an extension of previously published work [12, 10],
applying the re-measurement idea to the face recognition
task, in a realistic scenario.

The paper is organized as follows: in the next section we
present a brief survey of related works and in Section 3 the
kernel methods that we used are described. Next, we intro-
duce the proposed algorithms in Section 4. The data sets
used in this work are presented in Section 5. In Section 6
experimental results evaluating the performance of our al-
gorithms are presented. Finally, we summarize our findings
and discuss future directions for this work in Section 7.

2 Related Work

Recent approaches for data cleansing do not distinguish
between useful anomalies and noise, they just eliminate the
detected suspect data [6, 21, 15, 31, 30, 25, 18]. However,
we should not eliminate a datum unless we can determine
that it is an invalid one. This often is not possible for sev-
eral reasons, including: human-hour cost, time investment,
ignorance about the domain we are dealing with and even
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inherent uncertainty. Nevertheless, if we could guarantee
that an algorithm will successfully distinguish errors from
correct observations, the difficult problem would be solved.
As a human does, an algorithm can confirm or discard a
hypothesis by analyzing several measurements of the same
object.

The idea of requesting new observations as a strategy for
data cleansing has been little explored. Here we present
some related works that deal with anomaly detection and
data cleaning.

In [17] an interactive method for data cleaning that uses
the optimal margin classifier (OMC) is presented. The
OMC is used to identify suspect data, suspect observations
are shown to an expert in the domain, who then decides their
validity.

Prototype [29] and instance selection [5] implicitly can
eliminate instances degrading the performance of instance-
based learning algorithms. Other algorithms saturate a
dataset with the risk of eliminating all objects that could
define a concept or class, these methods include the use of
instance pruning trees [18] and the saturation filtering algo-
rithm [15]. Ensembles of classifiers had been successfully
used to identify mislabeled instances in classification prob-
lems [7, 31, 8], however, once again the identified instances
are deleted from the data set.

In the outlier/anomaly detection area there are many
published works, however, these approaches are intended
only for the detection of rare data. The anomaly de-
tection problem has been approached using statistical [3]
and probabilistic knowledge [20], distance and similarity-
dissimilarity functions [1, 19, 22], metrics and kernels [28],
accuracy when dealing with labeled data, association rules,
properties of patterns and other specific domain features.

Variants and modifications to the support vector machine
algorithm have been proposed, trying to isolate the outlier
class: in [27] an algorithm to find the support of a dataset,
which can be used to find outliers, is presented; in [30] the
sphere with minimal radius enclosing most of the data is
found and in [25] the correct class is separated from the
origin and from the outlier class for a given data set.

There are many more methods for anomaly detection
than the presented here, however, we have only presented
some of the representative ones. What is important to no-
tice is that at the moment there are automated approaches
for data cleaning that are concerned with the elimination of
useful data.

3 Kernel Methods

Kernel methods have been shown to be useful tools for
pattern recognition, dimensionality reduction, denoising,
and image processing. In this work we use kernel meth-
ods for dimensionality reduction, novelty detection and

anomaly-noise differentiation.

3.1 Kernel PCA

Stellar populations data are formed with instances with
dimensionality d = 12134, therefore, in order to perform
experiments in feasible time we need a method for dimen-
sionality reduction. Kernel principal component analysis
(KPCA) [26] is a relative recent technique, which takes the
classical PCA technique to the feature space, taking advan-
tage of ”kernel functions”. This feature space is obtained
by a mapping from the linear input space to a commonly
nonlinear feature space F by Φ : RN → F, x �→ X.

In order to perform PCA in F , we assume that we are
dealing with centered data, using the covariance matrix in
F, C = 1

l

∑l
j=1 Φ(xj)Φ(xj)T , we need to find λ ≥ 0 and

v ∈ F \{0} satisfying λV = CV. After some mathematical
manipulation and defining a M × M matrix K by

Ki,j := (Φ(xi),Φ(xj)) (1)

the problem reduces to λα = Kα, knowing that there
exist coefficients αi(i = 1, . . . , l) such that λV =∑l

i=1 λiΦ(xi).
Depending on the dimensionality of the dataset, ma-

trix K in (1) could be very expensive to compute, how-
ever, a much more efficient way to compute dot products
of the form (Φ(x),Φ(y)) is by using kernel representations
k(x, y) = (Φ(x) · Φ(y)), which allow us to compute the
value of the dot product in F without having to carry out
the expensive mapping Φ.

Not all dot product functions can be used, only those that
satisfy Mercer’s theorem [16]. In this work we used a poly-
nomial kernel (Eq. 2).

k(x, y) = ((x · y) + 1)d (2)

3.2 Kernel based novelty detection

In order to develop an accurate noise-aware algorithm
we need first a precise method for novelty detection. We
decided to use a novelty detection algorithm that has out-
performed others in an experimental comparison [11]. This
algorithm presented in [28] computes the center of mass for
a dataset in feature space by using a kernel matrix K, then a
threshold t is fixed by considering an estimation error (Eq.
3) of the empirical center of mass, as well as distances be-
tween objects and such center of mass in a dataset.

t =

√
2 ∗ φ

n
∗
(
√

2 +

√
ln

1

δ

)
(3)

where φ = max(diag(K)), and K is the kernel matrix
of the dataset with size n × n; δ is a confidence parameter
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for the detection process. Therefore, the observations with
distances to the center of mass exceeding t, are considered
outliers.

This is an efficient and very precise method; for this
work we used a polynomial kernel function (Eq. 2) of de-
gree 1.

4 Noise-Aware Algorithms

There are many domains and practical applications in
which a re-measurement algorithm is suitable to use, how-
ever, it is necessary to emphasize that such algorithms
are suitable for certain type of domains and applications.
Also may exist some domains in which the re-measuring
process will result in unfavorable consequences, therefore,
we should be careful about the problems to which we might
apply this algorithm. In general, a re-measurement algo-
rithm can be applied to any domain in that the re-measuring
process is affordable and feasible, domains that require of
highly reliable information, domains in which the novelty
is more useful than the rest of the objects and domains in
which decisions made on data are crucial. Suitable domains
include, but are not limited to: medical diagnosis, security
systems, scientific and commercial applications as well as
information retrieval.

Before introducing the noise-aware algorithms, the re-
measuring process must be clarified. Given a set of in-
stances: X = {x1, x2, . . . , xn}, with xi ∈ Rn (generated
from a known and controlled process by means of measure-
ment instruments or human recording), we have a subset
S ⊂ X of instances xs

i with S = {xs
1, x

s
2, . . . , x

s
m} and

m << n that, according to a method for anomaly detec-
tion are suspect to be incorrect observations. Therefore, the
re-measuring process consists of generating another obser-
vation xs′

i for each of the m objects, in the same conditions
and using the same configuration that when the original ob-
servations were made.

For example, in case our observations were pictures for
face recognition, the re-measuring process would consists
of taking another picture for every suspect person-object in
our data set. The new pictures should be taken to the origi-
nal objects (persons) in a place with similar illumination, in
the same pose and using the same zoom and camera resolu-
tion.

In Figure 1 the base noise-aware algorithm is shown.
The data preprocessing module includes dimensionality re-
duction, scaling data, feature selection or similar necessary
processes. In this work we applied KPCA for dimensional-
ity reduction of the astronomical domain; reducing the di-
mensionality from 12134 features to 100 principal compo-
nents. For the faces data we reduced the data from vectors
of size 10304 to small vectors of size 50.

In the next step, suspect data are identified by using the

Figure 1. Block diagram of the base noise-
aware algorithm.

anomaly detection method described in Section 4.2. Then,
a confidence level cl is calculated; this cl indicates how rare
an object is, and it can be used to determine the number
of new measurements to obtain for each of the suspicious
instances; the value of cl is 1 for common instances and
around 2 to 5 for noise and outliers. cl is obtained from the
distance of the suspect instances to the center of mass (in
the feature space) of the full data set, and it is defined in (4).

cli =
{

1 if log(di ∗ C) ≤ 0
round(log(di ∗ C)) otherwise

(4)

Where di is the distance in feature space of the suspect in-
stance xs

1 to the center of mass of the full data set, and C
is a scaling constant. di Is obtained from the kernel-based
novelty detection algorithm.

Once we know how rare an object is, we do request new
measurements for each suspect object using the cl value.
The more an object is the higher its cl value is. Then, we
proceed to the identification of noisy observations by com-
paring the original observation and its cl re-measurements.

For the anomaly-noise discrimination we decided to use
a kernel, since kernels can be used to calculate similarity be-
tween objects [16]. Several kernels were tested, but the ker-
nel that best distinguished among dissimilar instances was
the extended radial basis function (Eq. 5) with σ = 0.25,
this value was chosen experimentally.

k(x, y) = exp

(
−√‖x − y‖2

2σ2

)
(5)

Based on the result of applying the above kernel to the orig-
inal observation and its new measurements we generated
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simple rules to discriminate among noise, outliers and com-
mon instances. Our approach is based on the idea that hav-
ing several observations of the same object can be very help-
ful in deciding if an observation is correct or it can be noisy.
That is, for correct observations the original measurement
and its re-measurements must be very similar (if not identi-
cal), while for noisy observations the original measurement
and its new ones should differ one of another. Assuming
that any (or some) of the measurements, for that object, is
correct.

If an object is correct, based on the below decision rules,
the algorithm leaves that object intact. Otherwise, the noisy
observation is substituted by one in the new measurements,
according to some approach depending on the application
and data. The generated decision rules were:

O =

{
not − outlier if kavg ≥ 0.99 and cl = 1
outlier if kavg ≥ 0.8 and cl ≥ 2
noise otherwise

where kavg = 1
cl

∑cl
j=1 k(x, yj), is the average of the kernel

evaluations given a suspect instance x and its cl new mea-
surements y1, . . . , ycl as inputs. kavg tells us how similar
are the original observation and the corresponding cl new
measurements for an object. The values for the thresholds
worked well for the astronomical domain we used. A small
modification was done for the other domains, although this
is not a difficult task.

As we can see, outliers and common instances will be de-
tected with only a new observation, while noise will be re-
measured a few times, finally all of the noise is substituted.
Depending on the type of data and their application we can
substitute noisy observations in different ways. Trying that
the substitution method used can retain useful information
only, eliminating the noise. When no information is given
about the data we can substitute noisy (original) observa-
tions by a random measurement. Other substitution meth-
ods are for example substituting the original observation by
the average of re-measurements or even creating a new ob-
servation by combining randomly the attribute’s values of
the measurements, this and other substitution methods are
proposed in [11]. For this work we used the random sub-
stitution method for the UCI data and in the Olivetti dataset
too. For the astronomical domain we substituted the noisy
observations by the average of re-measurements, since we
know that the noise in the astronomical data is Gaussian.

In summary, the algorithm first preprocess the data (if
necessary), then it detects the suspect data using the kernel-
based novelty detection algorithm. Then a cl value is cal-
culated and cl new measurements are requested for each
suspect observation. Next, we apply the decision rules to
discriminate correct and erroneous observations. Finally,
noisy observations are substituted while correct data remain
not affected. The algorithm from Figure 1 can be used for

cleaning datasets, eliminating all of the noise and retaining
correct observations. However the usefulness of this sort of
algorithms is not limited to data cleaning. In [12] a mod-
ification of this algorithm is used to strengthen a learning
algorithm, obtaining promising results.

5 Training-Datasets used

In this paper we applied our noise-aware algorithm to
clean some machine learning datasets. Previous work on
an astronomical domain as well as on benchmark data has
been published already [12, 10, 11]. With this paper we are
going one step further, applying the algorithm to a bench-
mark dataset for face recognition: the Olivetti faces data-
base. Furthermore, we compare the performance of noise-
aware algorithms through several datasets for different ap-
plications. In the remaining of this section we briefly de-
scribe the used datasets.

5.1 Stellar Populations Dataset

We used an astronomical dataset: the stellar populations
dataset, which has been widely used in machine learning
[14, 12, 11], for testing the performance of our algorithm.
The estimation of stellar populations parameters can reveal
useful information for astronomers, providing knowledge
and insight about the evolution of the universe. We perform
experiments on this dataset affecting the data in two differ-
ent ways trying to model the real behavior of this domain.
In the following the domain we used is described.

A galactic spectrum can be modeled with good accuracy
as a linear combination of three spectra, corresponding to
young, medium and old stellar populations, see Figure 2,
with their respective metallicity, together with a model of
the effects of interstellar dust in these individual spectra.
This effect is called reddening in the astronomical literature.
Let f(λ) be the energy flux emitted by a star or group of
stars at wavelength λ. The flux detected by a measuring
device can be approximated as d(λ) = f(λ)(1 − e−rλ),
where r is a constant that defines the amount of reddening in
the observed spectrum and depends on the size and density
of the dust particles in the interstellar medium.

We also need to consider the redshift, which tells us
how the light emitted by distant galaxies is shifted to
longer wavelengths, when compared to the spectrum of
closer galaxies. We build a simulated galactic spectrum
given constants c1, c2, and c3, with

∑3
i=1 ci = 1 and

ci > 0, that represent the relative contributions of young,
medium and old stellar populations, respectively; their red-
dening parameters r1, r2, r3, and the ages of the popu-
lations a1 ∈ {106, 106.3, 106.6, 107, 107.3} years, a2 ∈
{107.6, 108, 108.3108.6} years, and a3 ∈ {109, 1010.2}
years,
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Figure 2. Stellar spectra of young, intermedi-
ate and old populations.

g(λ) =
∑3

i,m=1 cis(mi, ai, λ)(1 − eriλ)

with m ∈ {0.0004, 0.004, 0.008, 0.02, 0.05} in solar units
and m1 ≥ m2 ≥ m3, finally we add an artificial redshift Z
by:

λ = λ0(Z + 1), 0 < Z ≤ 1

Therefore, the learning task is to estimate the parame-
ters: reddening (r1, r2, r3), metallicities (m1, m2, m3),
ages (a1, a2, a3), relative contributions (c1, c2, c3), and red-
shift Z, from the spectra. For each experiment we consid-
ered a dataset of 200 different spectra.

The stellar populations dataset was affected in two ways.
On the one hand, the noise was simulated by inserting ad-
ditive extreme noise with extreme negative and positive
means. Outliers, were simulated by scaling the observa-
tions by a factor (1 < f ≤ 9). We will call this dataset
spp1, see Figure 3.

On the other hand, we also affected the stellar popu-
lations dataset in a very realistic way. Noise were simu-
lated by adding gaussian noise (with zero mean), varying
the standard deviation, see Figure 4. Useful anomalies were
simulated in a realistic way. Commonly, redshift values lie
in the range (0 ≤ Z ≤ 0.4); redshifts higher than 1 are
useful anomalies for astronomers. In astronomy, locating
galaxies with redshifts over 2 is very useful for galaxy evo-
lution research. We simulated in 5% of the data redshifts
between 2 and 4 (2 ≤ Z ≤ 4). We call this dataset spp2.

5.2 Affecting the UCI datasets

In order to test the generality of our approach we de-
cide to use benchmark data. To this end we decided to use
data from a widely used machine learning repository: UCI

Figure 3. Sample spectra with the different levels of noise
added. In all of the figures, the noise is Gaussian with zero
mean and varying the standard deviation in each case.

Figure 4. Sample spectra with the different levels of noise
added. In all of the figures, the noise is Gaussian with zero
mean and varying the standard deviation in each case.

Table 1. UCI Datasets description
ID Name #Cases Output Affected

W Wine 178 − 13 3-Discrete 18
G Glass 214 − 9 Real 21
H Boston Housing 506 − 13 Real 51
A Auto 32 − 7 Real 3
I Iris 150 − 4 3-Discrete 15

M Machine CPU 209 − 6 Real 21
L Lymphography 148 − 18 4-Discrete 15
C Breast Cancer 683 − 9 2-Discrete 68
B Bio Med 194 − 5 2-Discrete 19

Ab Abalone 1000 − 8 Real 100
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Figure 5. Sample image for the experiment 1, left original
image, center a simulated useful-anomaly and right a noisy
image

Figure 6. Sample image with the following effects (from
left to right)negative, oil paint, cutting regions, emboss,
edge detection, decreasing color depth, twirl and pixelizing

[4]. We selected 5 regression datasets and 5 classification
datasets, which are described in Table 1.

These UCI datasets were affected in the simplest way:
noise were simulated by inserting 30% of additive noise,
while for outliers we scaled observations by a factor of 3.

5.3 Olivetti faces database

We decided to use another benchmark dataset: the
Olivetti Research Ltd (ORL) database of faces. The dataset
consist of 400 images, 10 each of 40 different subjects. The
subjects are in frontal position, see Figure 5 for a sample
image. There are 10 images of 40 people for a total of 400
pictures with a resolution of r = 112X92, 8-bit grey levels,
we refer the reader to [24] for a more complete description
of the dataset.

For the faces dataset we used two approaches for affect-
ing the data. In the first one, the noise was gaussian with
zero mean and standard deviation of 0.5 added to the se-
lected images. For the outliers we affected some images
simulating people with sunglasses, just like in [23], see
Figure 5 for a sample of this approach, which we named
Faces1.

The second approach aimed to deal with more general
types of artificial noise. Outliers were simulated as in
Figure 5, however, the noise were simulated by affecting
the images with the following effects: negative, oil paint,
cutting regions, emboss, edge detection, decreasing color
depth, twirl and pixelizing. see Figure 6. We named this
dataset Faces2

6 Experimental Results

We performed several experiments in order to test the
performance of the method described in the Section 4. We
used the machine learning training-datasets outlined in the
last Section. For each dataset we performed 3 experiments
and the average is presented in the tables. For every experi-
ment each dataset was affected in a similar way: 5% of the
data were affected with noise and another 5% of the data
were affected by inserting outliers (useful-anomalies). The
difference lies in the way that the noise and outliers were
generated for each dataset, see Section 5 for a description
of this process.

In this work we used locally weighted linear regression
(LWLR) as our learning algorithm. LWLR is part of the
group of instance based learning algorithms. This kind
of algorithm stores some or all of the training examples
and then postpone any generalization effort until a new in-
stances class needs to be predicted. At this moment the al-
gorithm attempt to fit the training examples only in a region
around the query point1. We choose LWLR as our machine
learning algorithm because its training time is equal to zero.
We perform many experiments, so with LWLR we avoid the
training process time. Furthermore results from [13] show
that LWLR outperforms artificial neural networks and self
organizing maps in the prediction of stellar atmospheric pa-
rameters.

Each experiment consists of applying the algorithm from
Figure 1 to each of the datasets. We compare some parame-
ters such as: percentage of outliers (O.D.) and noise de-
tected (N.D.), confusions between noise and outliers, num-
ber of new measurements needed for noisy observations
(CLN), percentage of true positives (TP) and false positives
(FP), as well as recall, precision and F measure value. Fur-
thermore, we reported the percentage of accuracy improve-
ment using the LWLR learning algorithm after applying our
noise-aware algorithm; taking as baseline the accuracy of
the learning algorithm in the affected dataset without any
processing.

In Table 2 the results of the above described parameters
for all the datasets are presented.

As we can see, most of outliers and noise were de-
tected. For the case of outliers the method failed in the spps
datasets, however, the percentages are still very high. For
the case of noise, the method performed perfect in all but
one dataset: the Faces2. This is due to the heterogeneity
with which the noise were simulated, see Figure 6. How-
ever, the result is promising since in a real application we
will not have all this sort of noise in the same dataset (with
high probability).

There was not any confusion between noise and out-
liers, which is very important if we want to retain the cor-

1We refer the reader to [2] for a detailed explanation of the method
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P D spp1 spp2 UCI Faces1 Faces2

O.D. (%) 86.6% 73.33% 99.61% 100% 100%
N.D. (%) 100% 100% 99.3% 100% 65%

Confusions 0 0 0 0 0
CLN 1.5 5 3.75 3.2 3.15

TP 100% 90% 99.19% 100% 82.5%
FP 0 10% 0.81% 0 17.5%
R 1 0.9 0.9 1 0.825
P 0.66 0.47 0.66 0.66 0.55
F 0.8 0.61 0.79 0.8 0.66

Red (%) 7.16% -5.88% 27.17% -1% -0.75%

Table 2. Performance of the noise-aware al-
gorithms for data cleaning in the different
datasets

rect data. The number of new measurements required by
the method ranges from 1.5 to 5, though in average 3.2 re-
measurements were needed, which makes feasible the ap-
plication of this algorithm in some domains.

The following rows in Table 2 show us the performance
of the kernel-based novelty detection algorithm from Sec-
tion 3.2. The recall (R = TP

(TP+FN) ) is always close to
1, which means that almost all of the affected data (noise
and outliers) were detected. However, the precision P =

TP
(TP+FP ) is low, which means that several false data were
labeled as suspect. These results on recall (R) and precision
(P), are combined in a well known metric from information
retrieval called F −measure, F = 2∗R∗P

(R+P ) , which in Table
2 tells us that the method had a regular performance. For
the purposes of noise-aware algorithms the novelty detec-
tion algorithm is very appropriate, since we need a method
able to detect all (or most) of the suspect data, while the ef-
fects of a low precision rate do not affect the performance
of noise-aware algorithms.

Finally, in the last row of Table 2 we can judge the im-
provement in terms of accuracy. The use of our method,
improved the prediction accuracy in 2 of 5 datasets. The
best result was attained in the UCI datasets; an analysis of
these results in more detail can be seen in Figure 7. From
this Figure we can see that in all of the datasets there is a
clear error reduction when we use our method, although this
happen only in the UCI datasets.

The results on the ssp2, Faces1 and Faces2 datasets are
disconcerting. Why accuracy is decreased if we have im-
proved data quality?, this can be due to several factors: the
bias of the learning algorithm, over-fitting, the noise could
made easy the selection neighbors for the LWLR algorithm
or the use of KPCA is not optimal. We do not know ex-
actly what is the cause of decrement in accuracy and this
can motivate future research.

Besides our method does not improve the prediction ac-

Figure 7. Prediction accuracy improvement in term of
percentage for the UCI datasets. Line with circles, rep-
resents the percentage of error reduction for regression
datasets. Line with squares, represents the percentage of
correct classifications for classification datasets, the dots in
black are the baseline percentages of correct classifications.

curacy clearly, our method improves data quality by correct-
ing erroneous observations while retaining all of the correct
instances. Therefore, we can argue that our method im-
proves data quality. Furthermore, it as been proved that a
noise-aware algorithm can improve prediction accuracy if it
is used to such end [12].

7 Conclusions and Future Work

We have presented the re-measuring idea as a method
for the correction of erroneous observations in corrupted
datasets without eliminating potentially useful observa-
tions. The algorithm was able to detect and correct 100%
of the erroneous observations and around 90% of the artifi-
cial outliers for most of the tested datasets, which resulted
in a data quality improvement. We performed experiments
in several domains including face recognition, an astronom-
ical domain and ten benchmark datasets from the UCI ma-
chine learning repository showing the generalization ability
of noise-aware algorithms. The experiments we performed
simulated real behavior of the domains used and they can
be used in other several domains.

Present and future work includes testing our algorithms
on other benchmark datasets to determine their scope of
applicability. Also, we plan to apply noise-aware algo-
rithms in other astronomical domains as well as in other
areas, including bioinformatics, medical diagnosis, and im-
age analysis.
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