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Abstract. Automatic image annotation consists on automatically label-
ing images, or image regions, with a pre-defined set of keywords, which
are regarded as descriptors of the high-level semantics of the image. In
supervised learning, a set of previously annotated images is required to
train a classifier. Annotating a large quantity of images by hand is a
tedious and time consuming process; so an alternative approach is to
label manually a small subset of images, using the other ones under a
semi-supervised approach. In this paper, a new semi-supervised ensemble
of classifiers, called WSA, for automatic image annotation is proposed.
WSA uses naive Bayes as its base classifier. A set of these is combined in
a cascade based on the AdaBoost technique. However, when training the
ensemble of Bayesian classifiers, it also considers the unlabeled images on
each stage. These are annotated based on the classifier from the previous
stage, and then used to train the next classifier. The unlabeled instances
are weighted according to a confidence measure based on their predicted
probability value; while the labeled instances are weighted according to
the classifier error, as in standard AdaBoost. WSA has been evaluated
with benchmark data sets, and 2 sets of images, with promising results.

1 Introduction

In recent years the amount of digital images in databases has grown impressively.
This situation demands efficient search methods to extract images in huge col-
lections according to the user requirements, in what is known as content–based

image retrieval. To solve this problem, one alternative is to include with each
image a list of keywords that describe the semantics of the image. However, this
is not practical, because many images do not have an associated caption, and
it is too costly to label a huge collection manually. Another alternative is auto-
matic image annotation. Automatic image annotation consists on automatically
labeling images, or image regions, with a pre-defined set of keywords, which are
regarded as descriptors of the high-level semantics of the image. Once annotated,
the set of keywords obtained are associated to the image for future queries.

Recently, there has been an increasing interest on automatic image annota-
tion [3, 8, 9, 11]. Most methods are based on machine learning techniques, where
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a set of manually labeled images is used to train a classifier, and then the classi-
fier is used to label the rest of the images. In some cases, the labels are assigned
to an specific image region; and in others, labels are globally assigned to each
image [9]. A third approach considers salient features in the images, to avoid seg-
mentation [11]. In these approaches the performance of the annotation systems
depends on the quantity and quality of the training set, which was manually
labeled. However, there is usually a larger set of images that has not been ma-
nually labeled, and which in principle could be used to improve the annotation
system using a semi-supervised approach.

Semi-supervised methods exploit unlabeled data in addition to labeled data
to improve classification performance. This approach could be used with diffe-
rent classification methods, such as neural networks, support vector machines
and statistical models. In this work we are interested in improving ensemble
methods, in particular AdaBoost [6], using unlabeled data. Ensemble methods
work by combining a set of base or weak classifiers (usually a simple classifier,
such as Naive Bayes) in some way, such as a voting scheme, producing a combined
classifier which usually outperforms a single classifier, even a more complex one.

In this paper, a new semi-supervised ensemble of classifiers, called WSA
(Weighted Semi-supervised AdaBoost), for automatic image annotation is pro-
posed. It is based on AdaBoost and uses naive Bayes as its base classifier. When
training the ensemble of Bayesian classifiers, WSA also considers the unlabeled
images on each stage. These images are annotated based on the classifier from
the previous stage, and then used to train the next classifier. The unlabeled
instances are weighted according to a confidence measure based on their proba-
bility; while the labeled instances are weighted according to the classifier error,
as in standard AdaBoost. Although there is some previous work in using unla-
beled data in ensemble methods [2], they assign a smaller initial weight to the
unlabeled data and from then on, the weights are changed as in AdaBoost. In
our approach, the weights of unlabeled instances are dynamic, proportional to
the probability given by the previous stage. Also, this approach has not been
applied to automatic image annotation.

WSA was experimentally evaluated on two set of experiments. In the first
one we used two standard data sets from the UCI repository [5], using diffe-
rent percentages of data as labeled and unlabeled. We compared our approach
against: (i) supervised AdaBoost and (ii) a semi-supervised version without gi-
ving weights to the unlabeled data; using 10 fold cross-validation. In the second
experiments we evaluated the performance of image annotation using two subsets
of the Corel image data set [4].

The rest of the paper is organized as follows. Section 2 describes the AdaBoost
algorithm using Naive Bayes as the base classifier, while section 3 introduces our
semi-supervised AdaBoost algorithm with variable weights (WSA). In the next
section we briefly describe how images are segmented, and the visual features
obtained per region. In section 5 the experimental results are described, and we
conclude with a summary and directions for future work.
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2 The AdaBoost Algorithm

We start by describing the base classifier used with AdaBoost.

2.1 Base classifier

As base classifier we use the naive Bayes classifier, which is a simple method that
has shown good performance in many domains. It is also very efficient to train
and for classification, which is important when a large number of classifiers is
combined. A Bayesian classifier obtains the posterior probability of each class,
Ci, using Bayes rule. The naive Bayes classifier (NBC) makes the simplifying
assumption that the attributes, A, are conditionally independent between each
other given the class, so the likelihood can be obtained by the product of the
individual conditional probabilities of each attribute given the class. Thus, the
posterior probability, P (Ci|A1, . . . , An), is given by:

P (Ci | A1, . . . , An) = P (Ci)P (A1 | Ci) . . . P (An | Ci)/P (A) (1)

In this work we consider the discrete version of the NBC, so the continuous
attributes are previously discretized.

2.2 AdaBoost

Our method is based on the supervised multi-class AdaBoost ensemble, which
has shown to be an efficient scheme to reduce the rate error of different classifiers,
such as trees or neural networks. The main idea of AdaBoost [6] is to combine
a series of base classifiers using a a weighted linear combination. Each time a
new classifier is generated it tries to minimize the expected error by assigning a
higher weight to the samples that were wrongly classified in the previous stages.
Ensembles tend to improve the limitations of using a single classifier (e.g., [7]).
When the training samples can not provide enough information to generate a
“good” classifier; however, the correlated errors of the single classifiers can be
eliminated when the decisions of the other classifiers are considered.

Formally, the AdaBoost algorithm starts from a set S of labeled instances,
where each instance, xi, is assigned a weight, W (xi). It considers N classes, where
the known class of instance xi is yi. The base classifier is h, and ht is one of the
T classifiers in the ensemble. AdaBoost produces a linear combination of the H
base classifiers, F (x) =

∑

t αtht, where αt is the weight of each classifier. The
weight is proportional to the error of each classifier on the training data. Initially
the weights are equal for all the instances, and these are used to generate the
first base classifier, h1 (using the training algorithm for the base classifier, which
should consider the weight of each instance). Then the error, e1, of h1 is obtained
by summing the weights of the incorrectly classified instances. The weight of
each correctly classified instance is increased by the factor βt = et/(1− et), and
these weights are used to train the next base classifier. The cycle is repeated
until et > 0.5 or when a predefined maximum number of iterations is reached.
Supervised AdaBoost is shown in algorithm 1.
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Algorithm 1 AdaBoost algorithm.

Input: S: Labeled instances, T : Iterations, W : weighted vector

Output: Final Hypothesis: Hf = argmax

T
X

t=1

log
1

Bt

1: Initialize W . W (xi)
0 = 1

NumInst(S)

2: for t from 1 to T do

3: Normalize W . W (xi)
t = W (xi)

N
X

i=1

W (xi)

4: Call weak algorithm. ht = C(S, W (xi)
t))

5: Compute the error. et =
N

X

i=1

W (xi)
t if ht(xi) 6= yi

6: if et ≥ 0.5 then

7: exit
8: end if

9: Bt = et

(1−et)

10: Re-compute W . W (xi)
(t+1) = W (xi)

t ∗ Bt if ht(xi) = yi

11: end for

3 Variable weight semi-supervised AdaBoost

Labeling large sets of instances is a tedious process, so we will like to label
only a small fraction of the training set, combining the labeled instances with
the unlabeled ones to generate a classifier. This paper introduces a new semi-
supervised learning algorithm, called WSA, for image annotation. WSA is based
on AdaBoost and uses a naive Bayes classifier as its base classifier. WSA receives
a set of labeled data (L) and a set of unlabeled data (U). An initial classifier
NB1 is build using L. The labels in L are used to evaluate the error of NB1. As
in AdaBoost the error is used to weight the examples, increasing the weight of
the misclassified examples and keeping the same weight of the correctly classified
examples. The classifier is used to predict a class for U with certain probability.
In the case of U , the weights are multiplied by the predicted probability of the
majority class. Unlabeled examples with high probability of their predicted class
will have more influence in the construction of the next classifier than examples
with lower probabilities. The next classifier NB2 is build using the weights and
predicted class of L∪U . NB2 makes new predictions on U and the error of NB2

on all the examples is used to re–weight the examples. This process continues,
as in AdaBoost, for a predefined number of cycles or when a classifier has a
weighted error greater or equal to 0.5. The main differences with AdaBoost are:
(i) WSA uses labeled and unlabeled data, (ii) the base classifiers create new class
labels for the unlabeled instances, and (iii) the weights assigned to the original
unlabeled data depends on its predicted probability class. As in AdaBoost, new
instances are classified using a weighted sum of the predicted class of all the
constructed base classifiers. WSA is described in algorithm 2.
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Algorithm 2 Semi-supervised Weighted AdaBoost (WSA) algorithm.

Input: L: labeled instances, U : unlabeled instances, P : training instances, T : Itera-
tions

Output: Final Hypotesis and probabilities: Hf = argmax

T
X

t=1

log
1

Bt

, P (xi)

1: W (xi)
0 = 1

NumInst(L)
, ∀xi ∈ L

2: for t from 1 to T do

3: W (xi)
t = W (xi)

N
X

i=1

W (xi)

∀xi ∈ L

4: ht = C(L, W (xi)
t)

5: et =
N

X

i=1

W (xi)
t if ht(xi) 6= yi

6: if et ≥ 0.5 then

7: exit
8: end if

9: if et = 0.0 then

10: et = 0.01
11: end if

12: Bt = et

(1−et)

13: W (xi)
(t+1) = W (xi)

t ∗ Bt if ht(xi) = yi ∀xi ∈ L

14: P (xi) = C(L, U, W (xi)
t)

15: W (xi) = P (xi) ∗ Bt ∀xi ∈ U

16: end for

4 Image segmentation and visual features

Before applying our semi-supervised method for image annotation, we perform
two operations on the images: (i) segmentation and (ii) feature extraction.

The Normalized Cuts algorithm [10] was used for image segmentation. This
algorithm considers the image as a non–directed complete graph. Each pixel in
the image represents a node in the graph. There is an edge between each pair
of pixels a y b, with a cost Cab that measures the similarity of a and b. The
algorithm finds those edges with a small cost and eliminates them making a
cut in the graph. Each one of the edges must keep similar pixels in the same
segments. The minimum cut is performed by using equation (2), where cut(A,B)
is a cut between the segments A and B, volume(A) is the sum of each border
that touches A and volume(B) is the sum of the borders that touch B.

Ncut(A,B) =
cut(A,B)

V olume(A)
+

cut(A,B)

V olume(B)
(2)

Once the image is segmented, each segment or region is characterized by
a set of visual features that describe the region, and which will constitute the
attribute vector for WSA. We consider a set of features for color, texture and
shape per region:
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Color: This feature is the most common in image retrieval. Several represen-
tations for this feature have been considered such as the histogram, momentum,
sets and color distributions. We use the color histogram in the RGB color space
(8 values per band), as well as the mean and variance for each band.

Texture: The perception of textures also plays an important role in content-
based image retrieval. Texture is defined as the statistical distribution of spatial
dependences for the gray level properties [1]. One of the most powerful tools for
texture analysis are the Gabor filters [3], which can be viewed as the product of
a low pass (Gaussian) filter at different orientations and scales. A Gabor filter
in 2D is given by equation (3).

g(x, y) =

(

1

2πσxσy

)

exp

[

−
1

2

(

(

x

σx

)2

+

(

y

σy

)2
)

+ jw (xcosθ)

]

(3)

where θ represents the orientation of the filter in the range. The constants σx and
σy determine the fall of the Gaussian in the x-axis and the y-axis, respectively.
jw represents the frequency along x-axis. To characterize texture we used 4
filters with orientations of 0, 45, 90 and 135 grades, with one scale.

Shape: The following set of features were used to characterize the shape of
the region:

1. Area: is an scalar that measures the actual number of pixels the image region.
2. Convex Area: represents the number of pixels in the convex hull of the region.

3. Perimeter: computed as
√

4∗Area
π

.

4. Major and minor axis: measure the longitude in pixels of the major and
minor axis of the region.

5. Solidity: computed as Area
Convexarea

.

5 Experiments and results

WSA was tested on datasets from the UCI Machine Learning Repository [5] and
on the Corel image database [4]. For the image collection a user interface, shown
in figure 1, was designed to easily label a small set of examples. This tool allows
to segment images and to extract their features such as color, texture, and form.
Only regions with a large proportion of a single object were manually labeled.

WSA was compared against AdaBoost and against a version of WSA without
changing the weights of the unlabeled instances using the predicted probability
value, which we will call SA. Real valued attributes were discretized in 10 bins
using WEKA [12].

The algorithms were evaluated by their predicted precision using 10-fold cross
validation for different percentages of unlabeled data on the training sets.

Two datasets were used from UCI repository: Iris and Balance-Scale, whose
characteristics are given in table 1. Figure 2 shows the performance of WSA, SA,
and (supervised) AdaBoost on both datasets. As can be seen from the figure,
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Fig. 1. Graphical user interface for image segmentation, feature extraction and region
labeling.

using unlabeled data can improve the performance of AdaBoost, in particular,
when there is a large number of unlabeled instances. Also, WSA has a better
performance than SA which shows that using the probability class value on the
unlabeled instances can have a positive effect as it reduces the unwanted bias
that the unlabeled data can produce in the classifier.

Table 1. Characteristics of the Iris and Balance-Scale datasets.

Datasets Num-Instances Num-Attributes Num-Classes

Iris 150 4 3
Balance-Scale 625 4 3

WSA was also tested on the Corel images, that are grouped according to
different topics, such as, scenes, animals, buildings, airplanes, cars, and persons,
among others. The size of these color images is: 192x128 pixels. The images were
segmented with normalized cuts (5 regions) and a set of visual features was ob-
tained per region, as describe in section 4. We performed tests in two topics:
airplanes and birds. 100 images were randomly selected from the airplane topic;
from these images 127 regions were used as the training set. In this test we con-
sidered 6 classes. We also used images of bird topic, also with 6 classes, from
which 225 regions were considered for training. Table 2 shows the characteris-
tics of these two datasets and the performance obtained by the WSA classifier
using different percentage of labeled data. Additionally, figure 3 compares the
performance of WSA, SA, and AdaBoost. For the airplanes collection, their is
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Fig. 2. Performance of WSA (red/cross), SA (blue/asterisk) and AdaBoost
(green/circle) on the Iris and Balance-Scale data data sets form the UCI repository.

a significant improvement using WSA vs. AdaBoost, for most percentages of
labeled data; while for the birds collection, their accuracy is similar, although
slightly better with WSA. In both cases, WSA is superior to SA, which confirms
that weighting unlabeled data is important; wrongly labeled data could even
decrease the performance of the classifier, as shown in these experiments.

Table 2. Accuracy with different percentage of labeled data.

Dataset Classes Num.Inst. 10% 30% 50% 70% 90%

Airplanes sky, jet, cloud, 127 40.83 55.00 76.66 90.08 99.16
plane, sunset, helicopter

Birds branch, bird, tree, 225 32.08 51.16 74.16 86.25 90.10
grass, nest, rock

6 Conclusions

In this paper we proposed WSA, a semi-supervised ensemble of classifiers for
automatic image annotation. It is based on AdaBoost using naive Bayes as its
base classifier. It incorporates unlabeled instances, which are annotated based on
the classifier from the previous stage, and then used to train the next classifier.
These unlabeled instances are weighted according to a confidence measure based
on the class probability given by the classifier of the previous stage. The main
differences between WSA and AdaBoost are: (i) WSA uses labeled and unlabeled
data, (ii) the base classifiers create new class labels for the unlabeled instances,
and (iii) the weights assigned to the unlabeled data depends on its predicted
probability class.
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Fig. 3. Performance of SWA (red/cross), SA (blue/asterisk) and AdaBoost
(green/circle) on images of airplanes and birds from the Corel database.

Initial experiments on images and other data show promising results. Using
unlabeled data we can improve the performance of AdaBoost, in particular,
when there is a large number of unlabeled instances. Also, WSA has a better
performance than SA which shows that using the probability class value on the
unlabeled instances can have a positive effect as it reduces the unwanted bias
that the unlabeled data can produce in the classifier.

As future work we plan to perform a more comprehensive experimentation
with other data sets.
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