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• To learn a model able to make

predictions regarding a variable of

interest, using a set of other

variables. E.g., classifying:

x2
Cancer

?

Pattern classification

variables. E.g., classifying:

– Emails as spam vs. safe-email

– Topographies as tumor vs. non-tumor,

or malign vs. benign

– Face recognition

– Hand-written character recognition
x1

No Cancer

?



Machine learning: classification

• To learn a model able to make predictions

regarding a variable of interest, using a set of

other variables. Example: text categorization

Training documents

(labeled)

Learning machine

(algorithm)

Trained machine

Unlabeled document

Labeled 

document



Machine learning: classification
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What is a classifier?

• A function:
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Applications

• Natural language processing,

• Computer vision, 

• Robotics,

• Information technology,• Information technology,

• Medicine,

• Science,

• Entertainment,

• ….



Pattern classification

• Ubiquitous problem within computer science, (popular in 

other sciences and non-science applications)

Per-field percentage of articles published in journals (2003-2012) including the terms: 1) machine

learning or pattern recognition; 2) machine learning or pattern recognition and classification



Example: galaxy classification

from images
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Classification

Feature selection
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Most of the related work on

machine learning & computational

intelligence falls here

(treated as separate problems)

Algorithm selection

Hyperparameter optimization11
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Algorithm selection

Hyperparameter optimization

usually do not know much

about the data

Domain experts know the

data, but usually do not know

enough of ML

12



Some issues with the cycle of design

• The above issues are usually fixed manually:
– Domain expert’s knowledge

– Machine learning specialists’ knowledge

– Trial and error

• The design/development of a pattern classification
system relies on the knowledge and biases of humans,
which may be risky, expensive and time consuming

• Automated solutions are available but only for
particular processes (e.g., either feature selection, or
classifier selection but not both)

It is possible to automate the whole process?
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Full model selection

Algorithm selection

Hyperparameter optimization

H. J. Escalante, E. Sucar, M. Montes. Particle Swarm Model Selection.

Journal of Machine Learning Research, 10(Feb):405--440, 2009.

usually do not know much

about the data

Domain experts know the

data, but usually do not know

enough of ML

Assume the user doesn’t know 

much about ML or the data
15



( ; )f θx
Full model selection

Full model selection

( ; )f θx
Full model selection

H. J. Escalante, E. Sucar, M. Montes. Particle Swarm Model Selection, In Journal of Machine Learning Research, 10(Feb):405--440,

2009.

Data

H. J. Escalante. Towards a Particle Swarm Model Selection algorithm. Multi-level inference workshop and model selection game,

NIPS, Whistler, VA, BC, Canada, 2006.



Full model selection

• Given a set of methods for data preprocessing,

feature selection and classification select the

combination of methods (together with theircombination of methods (together with their

hyperparameters) that minimizes an estimate

of classification performance

H. J. Escalante, E. Sucar, M. Montes. Particle Swarm Model Selection, In Journal of Machine Learning Research, 10(Feb):405--440,

2009.



Full model selection

• Full model: A model composed of methods for

data preprocessing, feature selection and

classification

• Example:

chain

{

1:normalize center=0

2:relief f_max=Inf w_min=-Inf k_num=4

3:neural units=10 shrinkage=1e-014 balance=0 maxiter=100

}

chain

{

1:standardize center=1

2:svcrfe svc kernel linear coef0=0 degree=1 gamma=0 shrinkage=0.001 f_max=Inf

3:pc_extract f_max=2000

4:svm kernel linear C=Inf ridge=1e-013 balanced_ridge=0 nu=0 alpha_cutoff=-1 b0=0 nob=0

}



Full model selection

• Pros
– The job of the data analyst is considerably reduced 

– Neither knowledge on the application domain nor on 
machine learning is required

– Different methods for preprocessing, feature selection and 
classification are consideredclassification are considered

– It can be used in any classification problem 

• Cons
– It is real function + combinatoric optimization problem

– Computationally expensive 

– Risk of overfitting



… and full models for all

• Short-term goal: provide data

analysts with tool that allows them

to build effective classification

systems without much effortsystems without much effort

• Long-term goal: An APP that allows

anyone to build a classification

model from their data (photographs,

smart phone data, tweets, etc.)



OVERVIEW OF RELATED WORKS



Model selection via

heuristic optimization

• A single model is considered and their

hyperparameters are optimized via heuristic

optimization:

– Swarm optimization,– Swarm optimization,

– Genetic algorithms,

– Pattern search,

– Genetic programming

– …

M. Momma, K. Bennett. A Pattern SearchMethod for ModelSelection of SupportVector Regression. Proceedings of the SIAM

conference on data mining, pp. 261—274, 2002.

T. Howley, M. Madden. The Genetic Kernel Support Vector Machine: Description and Evaluation. Artificial Intelligence Review, 

Vol 24(3-4): 379—395, 2005.

B. Zhang and H. Muhlenbein . Evolving optimal neural networks using genetic algorithms with Occam's razor. Complex Systems, 

Vol. 7 (1993), pp. 199-220



GEMS

• GEMS (Gene Expression Model Selection) is a system

for automated development and valuation of high-

quality cancer diagnostic models and biomarker

discovery from microarray gene expression data

A. Statnikov, I. Tsamardinos, Y. Dosbayev, C.F. Aliferis. GEMS: A System for Automated Cancer Diagnosis and Biomarker Discovery from

Microarray Gene Expression Data.  International Journal of Medical Informatics, 2005 Aug;74(7-8):491-503. 

N. Fanananapazir, A. Statnikov, C.F. Aliferis. The Fast-AIMS Clinical Mass Spectrometry Analysis System.  Advaces in Bioinformatics, 

2009, Article ID 598241.



GEMS

• The user specifies the models, and methods to be

considered

• GEMS explores all of the combinations of methods, using

grid search to optimize hyperparameters
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Model type selection for regression

• Genetic algorithms are used for the selection

of model type (learning method, feature

selection, preprocessing) and parameter

optimization for regression problemsoptimization for regression problems

D. Gorissen, T. Dhaene, F. de Turck. Evolutionary Model Type Selection for Global Surrogate Modeling. In Journal of Machine 

Learning Research, 10(Jul):2039-2078, 2009

http://www.sumo.intec.ugent.be/



Meta-learning: learning to learn

• Evaluates and compares the application of
learning algorithms on (many) previous
tasks/domains to suggest learning algorithms
(combinations, rankings) for new tasks

• Focuses on the relation between tasks/domains
and learning algorithms

• Accumulating experience on the performance of
multiple applications of learning methods

Brazdil P., Giraud-Carrier C., Soares C., Vilalta R. Metalearning: Applications to Data Mining. Springer Verlag. ISBN: 978-3-540-73262-4, 2008.

Brazdil P., Vilalta R, Giraud-Carrier C., Soares C.. Metalearning. Encyclopedia of Machine learning. Springer, 2010.



Meta-learning: learning to learn

Brazdil P., Giraud-Carrier C., Soares C., Vilalta R. Metalearning: Applications to Data Mining. Springer Verlag. ISBN: 978-3-540-73262-4, 2008.

Brazdil P., Vilalta R, Giraud-Carrier C., Soares C.. Metalearning. Encyclopedia of Machine learning. Springer, 2010.



Google prediction API

• “Machine learning as a service in the cloud”

• Upload your data, train a model and perform

queries

• Nothing is for free!• Nothing is for free!

https://developers.google.com/prediction/



Google prediction API

Your data become property of Google!



IBM’s SPSS modeler

$$$$$



Automated machine learning

• Interest from diverse fronts (recently):

– Research agencies (e.g., IARPA, DARPA)

– Industry (e.g., Google, IBM, ORACLE, Microsoft)

– Researchers (machine learning, computational

intelligence)intelligence)



PARTICLE SWARM MODEL

SELECTION



PSMS: Our approach to

full model selection

• Particle swarm model selection: Use particle 

swarm optimization for exploring the search 

space of full models in a particular ML-toolbox

H. J. Escalante, E. Sucar, M. Montes. Particle Swarm Model Selection, In Journal of Machine Learning Research, 10(Feb):405--440,

2009.

H. J. Escalante. Towards a Particle Swarm Model Selection algorithm. Multi-level inference workshop and model selection game,

NIPS, Whistler, VA, BC, Canada, 2006.

Normalize + 

RBF-SVM 

(γ = 0.01)

PCA + Neural-

Net

(10 h. units)

Relief  (feat. 

Sel.) +Naïve

Bayes

Normalize + 

PolySVM

(d= 2)Neural Net

( 3 units)

s2n  (feat. Sel.) 

+K-ridge



Particle swarm optimization

• Population-based search heuristic 

• Inspired on the behavior of biological 

communities that exhibit local and social communities that exhibit local and social 

behaviors

A. P. Engelbrecht. Fundamentals of Computational Swarm Intelligence. Wiley,2006



Particle swarm optimization

• Each individual (particle) i has:

– A position in the search space (Xi
t), which represents a 

solution to the problem at hand, 

– A velocity vector (Vi
t),  which determines how a particle 

explores the search spaceexplores the search space

• After random initialization, particles update their 

positions according to: 

A. P. Engelbrecht. Fundamentals of Computational Swarm Intelligence. Wiley,2006

1
0 1 2( ) ( )t t t t

i i i i g iφ φ φ+ = × + × − + × −v v p x p x

1 1t t t
i i i

+ += +x v x



Particle swarm optimization

1. Randomly initialize a population of particles (i.e., the 

swarm)

2. Repeat the following iterative process until stop 

criterion is meet:

a) Evaluate the fitness of each particle

b) Find personal best (p ) and global best (p )b) Find personal best (pi) and global best (pg)

c) Update particles 

d) Update best solution found (if needed)

3. Return the best particle (solution)

F
it

n
e
s
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 v

a
lu

e

...

Init t=1 t=2 t=max_it...



PSMS : PSO for full model selection

• Set of methods (not restricted to this set)

Classification

Feature

selection

Preprocessing

http://clopinet.com/CLOP



PSMS : PSO for full model selection

• Codification of solutions as real valued vectors

Hyperparameters for the selected methods Preprocessing

before feature

selection?

i,pre i,1...Npre i,fs i,1...Nfs i,sel i,class i,1...Nclass, , ,  , , , i x y x y x x y=x

Choice of methods for preprocessing, feature selection and classification



PSMS : PSO for full model selection

• Fitness function: 

– K-fold cross-validation balanced error rate 

– K-fold cross-validation area under the ROC curve

Training dataTraining dataTraining dataTraining data

TrainTrainTrainTrain

TestTestTestTest

Error fold 1Error fold 1Error fold 1Error fold 1

Error fold 2Error fold 2Error fold 2Error fold 2

Error fold 3Error fold 3Error fold 3Error fold 3

Error fold 4Error fold 4Error fold 4Error fold 4

Error fold 5Error fold 5Error fold 5Error fold 5

CV CV CV CV 
estimateestimateestimateestimate



SOME EXPERIMENTAL RESULTS



PSMS in the ALvsPK challenge

• Five data sets for binary classification

• Goal: to obtain the best classification model for 

each data set

• Two tracks: 

– Prior knowledge– Prior knowledge

– Agnostic learning

http://www.agnostic.inf.ethz.ch/



PSMS in the ALvsPK challenge

• Best configuration of PSMS:

Entry Description Ada Gina Hiva Nova Sylva Overall Rank

Interim-all-prior Best PK 17.0 2.33 27.1 4.71 0.59 10.35 1st

psmsx_jmlr_run_I PSMS 16.86 2.41 28.01 5.27 0.62 10.63 2nd

Logitboost-trees Best AL 16.6 3.53 30.1 4.69 0.78 11.15 8th

http://www.agnostic.inf.ethz.ch/results.php

Logitboost-trees Best AL 16.6 3.53 30.1 4.69 0.78 11.15 8th

Comparison of the performance of models selected with PSMS with that obtained by other techniques in the ALvsPK challenge

Models selected with PSMS for the different data sets



PSMS in the ALvsPK challenge

• Official ranking:

http://www.agnostic.inf.ethz.ch/results.php



Some results in benchmark data

• Comparison of PSMS and pattern search

H. J. Escalante, E. Sucar, M. Montes. Particle Swarm Model Selection, In Journal of Machine Learning Research, 10(Feb):405--

440, 2009.
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Some results in benchmark data

• Comparison of PSMS and pattern search

H. J. Escalante, E. Sucar, M. Montes. Particle Swarm Model Selection, In Journal of Machine Learning Research, 10(Feb):405--

440, 2009.



PSMS: Interactive demo
http://clopinet.com/CLOP

Isabelle Guyon, Amir Saffari, Hugo Jair Escalante, Gokan Bakir, and Gavin Cawley, CLOP: a Matlab Learning Object

Package. NIPS 2007 Demonstrations, Vancouver, British Columbia, Canada 2007.



Other applications of PSMS/EPSMS

• Successful: 
– Acute leukemia classification

– Authorship verification (Spanish/English)

– Authorship attribution

– Region labeling

– ML Challenges– ML Challenges

• Not successful:
– Review recommendation (14 features)

– Region labeling (~90 classes)

– Sentiment analysis on speech signals (high p – small n)

– Plagiarism detection (a few samples)

– ML Challenges



ENSEMBLE PSMS



Ensemble PSMS

• Many models are evaluated during the search

process of PSMS; although a single model is

selected



Ensemble PSMS

• Idea: taking advantage of the large number of
models that are evaluated during the search for
building ensemble classifiers

• Problem: How to select the partial solutions• Problem: How to select the partial solutions
from PSMS so that they are accurate and diverse
to each other

• Motivation: The success of ensemble classifiers
depends mainly in two key aspects of individual
models: Accuracy and diversity



�How to select potential models for building ensembles?

� BS: store the global best model in each iteration

� BI: the best model in each iteration

� SE: combine the outputs of the final swarm 

�How to fuse the outputs of the selected models?

Ensemble PSMS

�How to fuse the outputs of the selected models?

� Simple (un-weighted) voting
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�How to select potential models for building ensembles?

� BS: store the global best model in each iteration
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Experimental results

• Data:

– 9 Benchmark machine learning data sets (binary 

classification)

– 1 Object recognition data set (multiclass, 10 classes)

ID Data set Training Testing Features

1 Breast-cancer 200 77 91 Breast-cancer 200 77 9

2 Diabetes 468 300 8

3 Flare solar 666 400 9

4 German 700 300 20

5 Heart 170 100 13

6 Image 1300 1010 20

7 Splice 1000 2175 60

8 Thyroid 140 75 5

9 Titanic 150 2051 3

OR SCEF 2378 3300 50

H. J. Escalante, M. Montes, E. Sucar. Ensemble Particle Swarm Model Selection. Proceedings of the International Joint Conference on

Neural Networks (IJCNN2010 – WCCI2010), pp. 1814--1821, IEEE,, 2010 [Best Student Paper Award].



Experimental results

• Evaluation:

– Average of area under the ROC curve  

(performance)

– Coincident failure diversity (ensemble 

diversity)

10

1

1 1

0

L
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r

L r
p

p LCFD =

−
 − −= 



∑
If  p0 < 1 

If  p0 = 1 

W. Wang. Some fundamental issues in ensemble methods. Proc. Of IJCNN07, pp. 2244–2251, IEEE, 

July 2007.



Experimental results: performance

• Benchmark data sets: better performance is obtained 

by ensemble methods 

ID PSMS EPSMS-BS EPSMS-SE EPSMS-BI

1 72.03±2.24 73.40±0.78 74.05±0.91 74.35±0.49

2 82.11±1.29 82.60±1.52 74.07±13.7 83.42±0.46

3 68.81±4.31 69.38±4.53 70.13±7.48 72.16±1.42

4 73.92±1.23 73.84±1.53 74.70±0.72 74.77±0.69

5 85.55±5.48 87.40±2.01 87.07±0.75 88.36±0.88

6 97.21±3.15 98.85±1.45 95.27±3.04 99.58±0.33

7 97.26±0.55 98.02±0.64 96.99±1.21 98.84±0.26

8 96.00±4.75 98.18±0.94 97.29±1.54 99.22±0.45

9 73.24±1.16 73.50±0.95 75.37±1.05 74.40±0.91

Avg. 82.90±2.68 83.91±1.59 82.77±3.38 85.01±0.65

Average accuracy over 10-trials of PSMS and EPSMS in benchmark data

H. J. Escalante, M. Montes, E. Sucar. Ensemble Particle Swarm Model Selection. Proceedings of the International Joint Conference on

Neural Networks (IJCNN2010 – WCCI2010), pp. 1814--1821, IEEE,, 2010 [Best Student Paper Award].



Experimental results: Diversity of 

ensemble

• Diversity results

ID EPSMS-BS EPSMS-SE EPSMS-BI

1 0.2055±0.1498 0.5422±0.0550 0.5017±0.1149

2 0.3547±0.1711 0.6241±0.0619 0.5081±0.0728

3 0.1295±0.1704 0.4208±0.1357 0.4012±0.10713 0.1295±0.1704 0.4208±0.1357 0.4012±0.1071

4 0.3019±0.1732 0.5159±0.0596 0.4296±0.0490

5 0.2733±0.1714 0.5993±0.0925 0.5647±0.0655

6 0.7801±0.0818 0.7555±0.0524 0.8427±0.0408

7 0.5427±0.3230 0.7807±0.0585 0.8050±0.0294

8 0.6933±0.1558 0.8173±0.0626 0.8514±0.0403

9 0.7473±0.0089 0.7473±0.0089 0.7473±0.0089

Avg. 0.4476±0.1562 0.6448±0.0603 0.6280±0.0588

EPSMS-SE models are more diverse

H. J. Escalante, M. Montes, E. Sucar. Ensemble Particle Swarm Model Selection. Proceedings of the International Joint Conference on

Neural Networks (IJCNN2010 – WCCI2010), pp. 1814--1821, IEEE,, 2010 [Best Student Paper Award].



Experimental results: 

region labeling

ID PSMS EPSMS-BS EPSMS-SE EPSMS-BI

AUC 91.53±6.8 93.27±5.6 92.79±7.4 94.05±5.3

MCC 69.58% 76.59% 79.13% 81.49%
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EPSMS for acute leukemia 

classification

• Acute leukemia: a malignant

disease that affects a considerable

portion of the world population

• There are different types and

subtypes of acute leukemia,

requiring different treatments.



EPSMS for acute leukemia 

classification
• Different types/subtypes:

– Acute Lymphocytic Leukemia (ALL): L1, L2, L3

– Acute Myelogenous Leukemia (AML): M0, M1, 
M2, M3, M4, M5, M6, M7

• Considered tasks:• Considered tasks:
– Binary  

• ALL vs AML

• L1 vs L2

• M2 vs M3, M5, M3 vs. M2, M5, M3 vs M2, M5, 

– Multiclass
• M1 vs M2 vs M3

• L1 vs L2 vs M1 vs M2 vs M3



EPSMS for acute leukemia 

classification

• Despite the fact that there are
advanced and precise methods to
identify leukemia types, they are
very expensive and unavailable in
most of hospitals of third worldmost of hospitals of third world
countries

• A Cheaper alternative:
morphological acute leukemia
classification from bone marrow cell
images



EPSMS for acute leukemia 

classification
• Morphological classification:

– Image registration

– Image segmentation 

– Feature extraction (Morphological,  – Feature extraction (Morphological,  

statistical, texture)

– Classifier construction

Cell Nucleus Cytoplasm

J. A. Gonzalez et al. Leukemia Identification from Bone Marrow Cells Images using a Machine

Vision and Data Mining Strategy, Intelligent Data Analysis, Vol 15(3):443—462, 2011.



EPSMS for acute leukemia 

classification
• In previous work either:

– the same classification model has
been considered for different
problems, or

– Models have been manually selected– Models have been manually selected
by trial and error

• Proposal: Using EPSMS for
automatically selecting specific
classifiers for the different tasks

H. J. Escalante, J. A. Gonzalez, M. Montes-y-Gomez, P. Gómez, C. Reta, C. A. Reyes, A. Rosales. Acute Leukemia

Classiffcation with Ensemble Particle Swarm Model Selection, Artificial Intelligence in Medicine, Available online 15

April 2012.



EPSMS for acute leukemia 

classification

• Experiments were performed with 

real data collected by a Mexican 

health institution (IMSS), using 10-

fold CV fold CV 

H. J. Escalante, J. A. Gonzalez, M. Montes-y-Gomez, P. Gómez, C. Reta, C. A. Reyes, A. Rosales. Acute Leukemia

Classiffcation with Ensemble Particle Swarm Model Selection, Artificial Intelligence in Medicine, Available online 15

April 2012.



EPSMS for acute leukemia 

classification
• In general ensembles

generated with EPSMS
outperformed previous
work

• Models selected with
EPSMS were more
effective than those
selected with straight
PSMS



EPSMS for acute leukemia 

classification

• In general ensembles generated with

EPSMS outperformed previous work

• Models selected with EPSMS were• Models selected with EPSMS were
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EPSMS for ALC - binary tasks



EPSMS for ALC – Multiclass

Measure Region Ref. PSMS E1 E2 E3

M2 vs M3 vs M5

Avg. AUC C 78.66 92.37 93.94 93.94 93.82

Accuracy C 66.13 83.37 81.32 79.76 78.79

Avg. AUC N&C 92.80 92.36 93.94 93.92 93.28Avg. AUC N&C 92.80 92.36 93.94 93.92 93.28

Accuracy N&C 84.87 81.84 81.87 82.34 79.34

L1 vs L2 vs M2 vs M3 vs M5

Avg. AUC C 84.03 91.13 93.78 93.76 83.40

Accuracy C 55.86 72.86 75.83 76.06 73.92

Avg. AUC N&C 92.33 90.62 94.21 94.09 86.09

Accuracy N&C 77.48 71.72 74.50 75.65 74.03
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Models selected with EPSMS
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Lessons learned

• Ensembles generated with EPSMS
outperformed individual classifiers;
including those selected with PSMS

• Models evaluated by PSMS are
diverse to each other and accurate

• More stable predictions are obtained
with the ensemble version of PSMS



Summary

• Full model selection is a broad view of the model selection
problem in supervised learning

• There is an increasing interest for this type of methods

• The search space is huge and multiple minima may exist

• There is no guarantee of avoiding overfitting

• Yet, we showed evidence that it is possible to attempt to
automate the cycle of design of pattern classification
systems



Summary

• PSMS / EPSMS an automatic tool for the selection
of classification models for any classification task

• PSMS / EPSMS has been successfully applied in
several domainsseveral domains

• Disclaimer: We do not expect PSMS / EPSMS to
perform well in every application it is tested,
although we recommend it as a first option when
building a classifier



Summary

• For multiclass classification straight OVA

strategies did not work

• Alternative methods that do not use the• Alternative methods that do not use the

output of classifiers are a good option to

explore as future work



Research opportunities 

• Multi-Swarm PSMS for building
ensembles

• Multiclass PSMS/EPSMS:• Multiclass PSMS/EPSMS:

– Bi-level optimization (i.e., individual
and multiclass performance)

– Learning to fuse the outputs (e.g.,
using genetic programming)

• Meta-ensembles



Research opportunities 

• Other search strategies for full model
selection (e.g., Genetic programming,
GRASP, Tabu search)

• Other toolboxes (e.g., weka)• Other toolboxes (e.g., weka)

• Meta-learning + PSMS

• Combination of different full model
selection techniques



Applications

• Any classification problem where specific

classifiers are required for each class
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