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Abstract

In this work, we focus on the problem of depth estimation in a single
iImage for the NAO robot. For the depth estimation, we argue that the
erratic movement exhibited by the walking motion of the robot could
be exploited to obtain optical flow vectors, which are strongly related
to depth observed by the NAO’s camera. Thus, we present a real-time
system based on a CNN architecture that uses optical flow as input
channels in order to estimate depth. To this aim, we present a new
dataset that includes optical flow images associated to depth images
for training. Our results indicate that optical flow can be exploited Iin
humanoid robots such as NAO, but we are confident that it could be
used in other platforms with erratic motion.
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Introduction

® One of the main challenges in the field of robotics is the
autonomous navigation with a single camera.

® Erratic movements of moving robots.
® |t Is not possible to obtain clear and noise-free images.

® Proposed solutions:

obstacle avoidance

e. Image in visual memory that
best fits the current image
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Figure 1: navigation methods with the NAO robot

Dataset

The dataset consists of 22,501 elements:

|
Test
1,000

Train Validation
19,000 2,501

Dataset size: 22,501
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Figure 4: Qualitative results from proposed method

Table 1: Comparison with other methods of depth estimation

RGB Image

Color map Augmented image Depth map
. Method 01 T | 0211|031 |REL ||RMS | |Logio {
Figure 2:proposed dataset structure Bigen et al. 31 |0.769]0.950]0.988] 0.158 | 0.641 | —
Laina et al. [4] 0.811{0.953]0.988| 0.127 | 0.573 | 0.055
Alhashim et al. (51 {0.846(|0.974|0.994| 0.123 | 0.465 | 0.053
CONCL USIONS Ours 0.401(0.600(0.760( 0.490 | 1.080 | 0.170

® |t Is possible to use optical flow techniques with deep learning, for
the estimation of depth maps, exploding the erratic movement in

a humanoid robot through the optical flow vectors.

® Our results indicate that our approach is feasible and it compares
to state of the art methods on depth estimation in a single image.
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