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a b s t r a c t

The basic idea behind LBP is that an image is composed of micropatterns. A histogram of these

micropatterns contains information about the local features in an image. These micropatterns can be

divided into two types: uniform and non-uniform. In standard applications using LBP, only the uniform

patterns are used. The non-uniform patterns are considered in only a single bin of the histogram that is

used to extract features in the classification stage. Non-uniform patterns have undesirable character-

istics: they are of a high dimension, partially correlated, and introduce unwanted noise. To offset these

disadvantages, we explore using random subspace, well-known to work well with noise and correlated

features, to train features based also on non-uniform patterns. We find that a stand-alone support

vector machine performs best with the uniform patterns and random subspace with histograms of 50

bins performs best with the non-uniform patterns. Superior results are obtained when the two are

combined. Based on extensive experiments conducted in several domains using several benchmark

databases, it is our conclusion that non-uniform patterns improve classifier performance.

& 2012 Elsevier Ltd. All rights reserved.
1. Introduction

Because of rapid advances in imaging technology, large databases
of digital images are being assembled in many fields resulting in
new classification problems. This is particularly the case in the field
of medicine. One promising area of new research is finding methods
for automatically extracting relevant medical images of multiple
patients sharing salient features. This capability would prove extre-
mely helpful to experts unraveling the causes and progress of many
diseases that are currently poorly understood. Another new area of
research involves the potential use of face classification in medical
diagnosis [8]. For example, [19,26] have demonstrated the value of
building machine systems that detect abnormalities reflective of
disease in patient facial structures and expressions. Since a number
of environmental and genetic syndromes are known to produce
facial feature abnormalities and many neurological disorders are
associated with anomalous facial expression formation, face recog-
nition systems applied to medical diagnosis will become an exciting
new area of future research [18].

Many methods currently being devised to search image
databases and classify faces use texture-based descriptors, with
Local Binary Patterns (LBP), first proposed by [53], widely
ll rights reserved.
considered the state of the art among texture descriptors. LBP
has several attractive properties: it has proven to be a powerful
discriminator, is low in computational complexity, and is less
sensitive to changes in illumination than many descriptors. Since
LBP is very resistant to lighting changes, it makes a good choice
for encoding fine details.

Since the 1990s, LBP texture descriptors have been the focus of
considerable research and have demonstrated their superiority as
texture descriptors in several comparative studies [2], Heikkilä
and Pietikäinen [68], [53]. Some examples of research using LBP
in medicine include the work of [63], who introduced a novel
search and retrieval method for finding relevant slices in brain MR
(magnetic resonance) volumes. In the field of mammographic
mass detection, [55] use LBP for representing significant micro-
patterns. Once the LBP are extracted, Support Vector Machines
(SVMs) classify true masses from normal parenchyma. In [41],
textural features extracted from thyroid ultrasounds are investi-
gated, and a number of researchers have explored using LBP in
automated cell phenotype image classification (see, for example,
[51]). In the area of face recognition, LBP has been explored, for
example, in the work of [49] and [2]. Other interesting areas of
research using LBP include work on smart guns [59] and finger-
print identification [50]. A large repository of papers that explore
LBP can be found at http://www.ee.oulu.fi/mvg/page/lbp_
bibliography#biomedical.

The basic idea behind LBP is that an image is composed of
micropatterns. LBP is the first-order circular derivative of patterns
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that is generated by concatenating the binary gradient directions.
A histogram of these micropatterns contains information about
the distribution of edges and other local features in an image. As
discussed in detail in Section 2, there are two types of LBP
patterns: uniform and non-uniform patterns. Normally only the
uniform patterns are used for extracting features since the feature
vector extracted from non-uniform patterns introduces noise and
possesses high dimensionality. One of the few works that we are
aware of that deeply explores non-uniform patterns is that of
[67], who incorporated a few non-uniform patterns in a feature
vector obtained using mostly uniform patterns. Combining
uniform patterns with a few non-uniform patterns was shown
in [67] to improve performance. Non-uniform patterns thus
appear to contain useful information.

Other interesting works are [44,27]. In [44] rotation invariant
patterns are selected, instead of the uniform patterns. They
propose choosing patterns that represents 80% of the patterns in
the training data. In [27] the hierarchical multiscale LBP is
presented. It is an approach that improves performance by
extracting information from the non-uniform bins. The hierarch-
ical multiscale LBP is based on a multiresolution approach that
utilizes three different radii: (1) The LBPs for biggest radius are
extracted first, then (2) for the ‘‘nonuniform’’ patterns, the
counterpart LBPs of smaller radius is extracted, finally, (3) among
the new LBPs, the ‘‘non-uniform’’ patterns and ‘‘uniform’’ patterns
are extracted using an even smaller radius. This procedure is
iterated until the smallest radius is used to extract features.

The aim of our research is to develop a simple and practical
method for tackling non-uniform patterns. After several experi-
ments conducted on diverse datasets, we have concluded that the
problems associated with non-uniform patterns can be partially
solved using a random subspace (RS) classifier [31]. RS is good at
handling noise and correlation, and the dimensionality on
non-uniform patterns can be reduced by extracting histograms
using fewer bins. In our experiments, the best results were
obtained by combining a stand-alone SVM classifier, trained using
standard uniform patterns, with a RS classifier trained using the
non-uniform patterns.

The remainder of this paper is organized as follows. In Section 2,
we provide an overview of LBP as a descriptor. In Section 3, we
detail our proposed approach using non-uniform patterns. In
Section 4, we describe the several datasets used in our experi-
ments. In Section 5, we report experimental results. Finally, in
Section 6, we provide a few concluding remarks and directions for
future research.
2. Background on LBP

Given an image I of size n�m grayscale pixels and we denote
with I(q) the gray level of the qth pixel of the image I, the LBP
operator is calculated at each pixel by evaluating the binary
Fig. 1. Three circularly symmetric neighborhood sets (gray) around a central pixel (
differences of the values of a small circular neighborhood (with
radius R) around the value of a central pixel qc (see Fig. 1).

Formally, the LBP operator is defined as follows:

LBPðP,RÞ ¼
XP�1

p ¼ 0

sðIðqpÞ�IðqcÞÞ

where P is the number of pixels in the neighborhood, qp is a pixel
of the neighborhood of qc, R is the radius, and s(x)¼1 if xZ0,
otherwise 0.

The LBP operator is made rotation invariant by selecting the
smallest value of P�1 bitwise shift operations on the binary
pattern. A pattern is considered uniform if the number of
transactions in the sequence between 0 and 1 is less than or
equal to two. It was observed by Ojala et al. [53] that certain
patterns seem to be fundamental properties of texture, providing
the vast majority of patterns, sometimes over 90%. These patterns
are called ‘‘uniform’’ because they have one thing in common: at
most two one-to-zero or zero-to-one transitions in the circular
binary code. Non uniform patterns are considered the patterns
that contains the main part of the noise of the images. Notice that
a region with no transitions is a background or a flat region of
the image.

The number of possible uniform patterns is Pþ1. The feature
vector extracted from each cell is the LBP histogram of dimension
Pþ2, with the extra bin containing all the non-uniform patterns.
We have used, in the experimental section, the most used
parameters setting reported the literature: (P¼16; R¼2) and
(P¼8; R¼1).

A drawback in using the circularly symmetric neighborhood to
solve the rotation invariant problem in conventional LBP is the
loss of anisotropic structural information. This information is
important in many problems, for example, in face recognition.
For this reason, [43] proposed an elliptical neighborhood defini-
tion that preserves anisotropic structural information.

Another problem with conventional LBP is that it is sensitive to
noise in the near-uniform image regions. This can be overcome by
using Local Ternary Patterns (LTP) as proposed by [62].

In LTP the difference between a central pixel qc and its
neighbor qp is encoded by three values according to a threshold
t and the following function t(I,qp,qc,t): 1 if I(qp)ZI(qc)þt;�1 if
I(qp) rI(qc)–t; else 0. The ternary pattern is then split into two
binary patterns by considering its positive and negative compo-
nents, as illustrated in Fig. 2, according to the following binary
function bc(x), cA{�1, 1}:

bcðxÞ ¼
1 x¼ c

0 otherwise

�

Finally, the histograms that are computed from the binary
patterns are concatenated to form the feature vector.

There are other variants of a three-valued coding scheme.
Ahonen and Pietikäinen [1,35] apply a fuzzy thresholding function
black). If a point does not fall exactly on a pixel grid, the value is interpolated.
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Fig. 2. An example of splitting a ternary code into positive and negative LBP codes.

center-symmetric LBP compares: 
1. n0 with n4
2. n1 with n5
3. n2 with n6
4. n3 with n7
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Fig. 3. The center-symmetric LBP creates only 24 binary patterns.
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to make LBP more noise resistant. Using median binary patterns
is another method for making LBP more robust in terms of
noise. In [28], for example, the intensity space is mapped to
LBP by thresholding a given pixel against the median value of its
neighborhood.

Another problem with LBP is the rather large size of the
extracted histogram. Using center-symmetric local binary
patterns, [30] managed to reduce the LBP histogram dimension
by comparing a given pixel with center-symmetric pairs of pixels.
Instead of comparing each pixel with the center pixel, only
center-symmetric pairs of pixels are compared. An example is
shown in Fig. 3. Given 8 neighbors, center-symmetric LBP pro-
duces only 24 binary patterns in contrast to the 28 different binary
patterns produced by normal LBP.

Finally, some interesting work that combines LBP descriptors
with preprocessing methods to improve classification perfor-
mance includes the work of [50,66]. For instance, in [66] Gabor
wavelets are combined with the LBP operator to represent face
images. Unfortunately, this method of representing faces is high
in dimensionality because of the multiple Gabor transformations
that are performed. Zhang et al. [66] overcome this problem to
some degree by applying dimensionality reduction to the output
of the LBP operators.
1 we have extracted the uniform patterns with getmapping011(16,‘riu2’) while

the non-uniform pattern are extracted by getmapping011(16,‘ri’).
3. Proposed approach

As noted in the introduction, [67] demonstrated that using
non-uniform patterns increases system performance. Despite
these benefits, uniform patterns are almost exclusively used for
extracting features. The primary reason non-uniform features are
avoided is because they produce a feature vector of high dimen-
sionality. Non-uniform patterns are also highly correlated.

After conducting a number of experiments using non-uniform
patterns, we conclude that the problems of high dimensionality
and noise can be partially solved by using the following: (1) a
random subspace classifier instead of a stand-alone method and
(2) histograms using fewer bins. The Random Subspace (RS)
Method [31] modifies the training dataset by generating K (where
K¼100 in this paper) new training sets containing only a random
subset of k features (here k¼50% of the number of original
features). Classifiers are then trained on these modified training
sets then are combined by a given decision rule. We have chosen
K¼100 since in several papers (e.g., Ho [31]) is shown that RS
obtains the best performance with K450.

The random subspace ensemble method is a three step
process, below is a step by step outline of the random subspace
approach:
1.
 Given a d-dimensional data set D¼ fðxj,tjÞ91r jrmg,xjARd;
tjAC ¼ f1,. . .,cg where m is the number of training patterns, xj

is the jth training pattern, tj is the label of the jth pattern and C

is the set of classes, K new projected k-dimensional data sets
Di ¼ fðPiðxjÞ,tjÞ91r jrmg are generated (1r irK), where Pi is a
random projection. Pi is obtained by random selecting, through
the uniform probability distribution, a subset of k features
from the whole pool of d features;
2.
 Each new data set Di is used to train a given classifier hi,
1r irK;
3.
 The final classifier h is obtained by aggregating (i.e., combining)
the base classifiers h1, y, hK through a given decision rule (here
we have used the mean rule ([42])).

The classifier we use in our experiments is the support vector
machine (SVM) [64,15]. SVM is a two-class prediction method
that finds the equation of a hyperplane that separates all the
points in the two classes while simultaneously maximizing the
distance between the hyperplane and the two classes. In those
cases where a linear decision boundary does not exist, a kernel
function can be used to project the data onto a higher-dimen-
sional feature space that can be separated by a hyperplane. Some
typical kernels used in SVM include polynomial kernels and radial
basis function kernels. It should be noted that the features used
for training SVM are linearly normalized to [0 1]. We have tested
(LibSVM toolbox): linear SVM; radial basis function (rbf) SVM;
polynomial SVM. The parameters of each method are tuned in
each dataset by a grid search using an internal 5-fold cross
validation in the training set.

As reported in Section 5, we found that when only the uniform
LBP patterns are used, the best performance is obtained using a
stand-alone SVM classifier. The best classification results, how-
ever, are obtained by combining the stand-alone SVM classifier
trained with standard uniform LBP patterns with a random
subspace ensemble trained also with the non-uniform patterns.
In our experiments, we have modified the original LBP code found
at http://www.ee.oulu.fi/mvg/page/lbp_matlab.1

Hence our goal is to enhance performance obtained by an SVM
trained with the rotation invariant uniform patterns by extracting
a set of features from all the rotation invariant patterns. Below is a
step by step outline of our approach:

Step 0: the rotation invariant uniform patterns (named SET-A)
and all the rotation invariant patterns are extracted. From the
rotation invariant patterns a histogram using fewer bins is
extracted (named SET-B).

Step 1: A support vector machine is trained and tested using
the features of SET-A obtaining the set of class similarity named
SCORE-A.

Step 2: A random subset of 50% features are then selected from
the SET-B.

Step 3: A support vector machine is trained and tested using
the features selected in Step 2.

Step 4: Steps 2 and 3 are performed 100 times.
Step 5: The 100 classifier results are then combined using the

mean rule obtaining the set of class similarity named SCORE-B.

http://www.ee.oulu.fi/mvg/page/lbp_matlab


Fig. 4. Original image (left), rotated, cropped and scaled image (right) with two

overlapping sub-windows obtained by a single vertical and horizontal shifting of

11 pixels.
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The mean rule selects as final score the mean of the scores of the
pool of the classifiers that belong to the ensemble.

Step 6: The final score is given by the sum of SCORE-A and
SCORE-B.

We want to stress that usually SVM is not suited for building
an ensemble since it is a ‘‘strong’’ classifier, so perturbations of
training set (e.g., random subspace or bagging) are not suited,
several times but not always, for building an ensemble of SVMs. In
this work we create the ensemble using different feature sets
extracted from the images, since the two feature set are slightly
uncorrelated they can be used for building an ensemble of SVMs,
other examples of ensemble of SVMs built using different feature
sets are ([36,61]).
Table 1
A summary of the 2D HeLa dataset: classes and

number of samples per each class.

Class 2D HeLa dataset

Actinfilaments 98

Endsome 84

ER 86

Golgi giantin 87

Golgi GPP130 85

Lysosome 91

Microtubules 91

Mitochondria 73

Nucleolus 80

Nucleus 87

Total 862

3 For obtaining this dataset please write directly to sbrahnam@missouristate.edu.
4. Datasets

4.1. Infant COPE database2 and evaluation protocols

First described in [7], the Infant COPE (Classification Of Pain
Expressions) database, is a collection of 204 facial photographs of
26 neonates that were taken while they were experiencing the
pain of a heel lance and three nonpain stressors.

Based on the type of stressor and the state of the infant, the
facial images in the infant COPE database are classified into the
following categories: (1) Rest, (2) Cry, (3) Air Stimulus, (4)
Friction, and (5) Pain. The method for collecting images is the
following. First, images were taken of the infant’s initial state.
These were divided into the two categories of rest and cry. The
infants were then subjected to three stressors and a pain stimu-
lus. The objective of the stressors was to produce facial expres-
sions that were similar to those of pain. The infants were moved
from their crib to a crib where the camera was set up. This move
offered a stressor that often resulted in additional crying images
and facial expressions that indicated an adverse reaction to the
disturbance. After a timed interval, the infants were then admi-
nistered the second stressor: a puff of air on the nose. The
intention of the air puff stimulus was to provoke an eye squeeze
that is similar to the eye squeeze found in neonatal facial
expressions of pain. For the third stressor, the infants’ heels were
rubbed for 10 to 15 s with a cotton ball soaked in 70% alcohol.
This friction stressor resulted in additional crying and disturbance
reactions. The pain category contains images of the infant’s initial
reactions to the pain stimulus: the puncture on the heel of a lance
followed by repeated squeezing of the heel as blood samples were
taken for a state mandatory blood exam.

Of the 204 photographs taken, 67 are rest, 18 are cry, 23 are air
stimulus, 36 are friction, and 60 are pain. For complete details of
the experimental design, see [8]. The following evaluation proto-
col is used in the Infant COPE classification experiments. The
images are divided by subject. The images of a given subject, s,
form the testing set while the remaining subjects form the
training set. This procedure is repeated for each subject. In order
to reduce the computational requirements of the approach, the
faces in the original images of size 3008�2000 pixels are
extracted from the rest of the background and resized to
91�113 pixels. From each image, 64 overlapping cells of dimen-
sion 25�25 are created at steps of 11 pixels (see Fig. 4). A
different classifier is trained on each of these cells, and the 64
classifier decisions are then combined.

The performance measure adopted in the experiments
reported in this paper is the area under the ROC-curve [20].
2 For obtaining this dataset please write directly to sbrahnam@missouristate.edu.
4.2. 2D HeLa dataset3

The 2D HeLa dataset is composed by 862 single-cell images
(16 bit greyscale of size 512 by 382 pixels) [9].4 In Table 1, we
report the class labels and number of samples per class. The
protocol used in our experiments was a 5-fold cross validation
technique, the dataset was randomly divided, five times, into 80%
for training and 20% for testing and then the average performance
is reported.

4.3. Pap smear dataset

The pap smear database of 917 samples was collected at the
Herlev University Hospital by means of a digital camera and
microscope [37]. Skilled cyto-technicians and doctors manually
classified each cell into one of two classes (Normal vs Abnormal).
Each cell was examined by two cyto-technicians. The medical
doctor examined cells that were difficult to classify.

To calculate the area under the ROC-curve, a 5-fold cross
validation technique was employed, the dataset was randomly
divided, five times, into 80% for training and 20% for testing and
then the average performance is reported.

4.4. DaimlerChrysler pedestrian dataset

The DaimlerChrysler pedestrian dataset ([48],5 has proven to
be a difficult dataset to classify. This is because the non-pedes-
trian samples include a number of images where a shape-based
pedestrian detector resulted in a low confidence match. Examples
of images with pedestrians (left) and non-pedestrians (right) are
displayed in Fig. 5.
4 HeLa dataset is available at at http://murphylab.web.cmu.edu/.
5 The DaimlerChrysler dataset is available at http://www.science.uva.nl/

research/isla/dc-ped-class-benchmark.html.

msbrahnam@missouristate.edu
msbrahnam@missouristate.edu
http://murphylab.web.cmu.edu/
http://www.science.uva.nl/research/isla/dc-ped-class-benchmark.html
http://www.science.uva.nl/research/isla/dc-ped-class-benchmark.html


Fig. 5. Original images (Pedestrian at left, Non-Pedestrian at right).

Table 2
A summary of the LOCATE dataset: classes and

number of samples per each class.

Class Locate endogenous
dataset

Actin-cytoskeleton 50

Cytoplasm 0

Endosomes 49

ER 50

Golgi 46

Lysosomes 50

Microtubule 50

Mitochondria 50

Nucleus 50

Peroxisomes 57

PM 50

Total 502

Table 3
Number of Binders (B) and Non-Binders (NB) in training

and testing sets for HLA-A2.

HLA-A2 B NB

0201 224 378

0202 619 2361

0204 641 2162

0205 648 2346

0206 621 2349
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From the original dataset, we have extracted a set of 4900
images. The experimental results were obtained using a 5-fold
cross validation, the dataset was randomly divided, five times,
into 80% for training and 20% for testing and then the average
performance is reported.

4.5. LOCATE mouse protein sub-cellular localization endogenous

database

The LOCATE mouse protein sub-cellular localization endogen-
ous database contains approximately 50 images, with each image
containing somewhere between 1 and 13 cells per class ([21].6

The description of the dataset in terms of number of classes and
samples per class is reported in Table 2. The experimental results
were obtained using a 5-fold cross validation protocol, the dataset
was randomly divided, five times, into 80% for training and 20%
for testing and then the average performance is reported.

4.6. Amino acids

The amino acids dataset contains peptides from five HLA-A2
molecules [6]. As detailed in Table 3, the five HLA-A2 molecules
either bind (B) or non-bind (NB) multiple Human Leukocyte
Antigen (HLA).

The matrix representation of the peptide/protein is obtained by
considering a selected physicochemical property of the amino-acids,
6 The LOCATE mouse protein sub-cellular localization endogenous database is

available at http://locate.imb.uq.edu.au/.
which can be obtained by the amino acid index database ([40].7 The
physicochemical properties of amino-acids are critical factors that
affect the protein’s function/structure. First, the 20 amino-acids that
make up a protein sequence are sorted according to the amino acid
index value of the selected protein. Then a ranking value, which
weighs the position of the amino-acid in the sequence, is assigned to
each [22]. The ranking rule is the following: the first amino-acid (that
is the one with the highest value) is given the value 1, the last amino-
acid (that is the one with the lowest value) is given the value 1/20,
that is, assuming no two amino-acids have the same value. Two
amino-acids with the same value have the same rank. Thus, for
example, if the 20 bases of a protein have two pairs of amino acids
with the same value and the amino acids are sorted according to the
following given physicochemical property P: NoKoRoYoF¼
QoSoHoMoWoG¼LoVoEoIoAoDoToPoC, then the
corresponding weights are: rankP(N)¼1/18, rankP (K)¼2/18, rankP

(R)¼3/18, y, and rankP(C)¼1.
The ordering relationships between all the pairs of amino-

acids that compose the sequence of the peptide/protein are
collected into a square matrix, named OM(P) having dimensions
l� l, where l is the length of the sequence. For each pair of
elements, s and t of the sequence, the corresponding entry
OM(P)s,t of this matrix is given by [rankP(s)þrankP(t)]/2. There-
fore, the diagonal values of the matrix are OM(P)s,s¼rankP(s).

The our experiments, results have been obtained using a 5-fold
cross validation (the dataset was randomly divided, five times, into
80% for training and 20% for testing and then the average perfor-
mance is reported) to calculate the area under the ROC-curve.
4.7. Weizmann dataset

In this paper we use the 10-class Weizmann dataset ([25].8

This dataset has become a popular benchmark for the task of
7 Available at www.genome.jp/dbget/aaindex.html.
8 Available at http://www.wisdom.weizmann.ac.il/�vision/SpaceTimeActions.

html.

http://locate.imb.uq.edu.au/
www.genome.jp/dbget/aaindex.html
www.genome.jp/dbget/aaindex.html
www.genome.jp/dbget/aaindex.html
www.genome.jp/dbget/aaindex.html
http://www.wisdom.weizmann.ac.il/~vision/SpaceTimeActions.html
http://www.wisdom.weizmann.ac.il/~vision/SpaceTimeActions.html
http://www.wisdom.weizmann.ac.il/~vision/SpaceTimeActions.html


Fig. 6. Some samples of the 10 action classes in the Weizmann dataset.

Fig. 7. Examples from the breast cancer dataset (left, normal tissue; right,

abnormal tissue).
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matching images portraying human actions to a set of class labels.
The 10 actions in the 10-class Weizmann dataset are illustrated in
Fig. 6. The actions are performed by 9 actors.

In our experiments, the descriptors are extracted from the
mask images, also included in the dataset, using a background
subtraction algorithm (e.g., http://maven.smith.edu/�nhowe/
research/code/) [32]. Once a mask image is extracted from the
original image, the image is divided into 49 subregions. For each
subregion, a feature vector is extracted. These 49 feature vectors
are then concatenated to represent a given frame. Experimental
results were obtained using a 5-fold cross validation protocol, the
dataset was randomly divided, five times, into 80% for training
and 20% for testing and then the average performance is reported.

4.8. Breast cancer

Breast cancer is the major cause of cancer-related deaths among
adult women. It is known that the best prevention method is
precocious diagnosis. For our experiments in this domain, we used
the Digital Database for Screening Mammography (DDSM), a
publicly available database of digitized screen-film mammograms.
This database has two classes: benign and malignant tissues.
We selected the same 273 malignant and 311 benign images
used in [39]. It is very important to note that in this dataset the
images have very different dimensions, so we had to normalize
the histograms extracted from each image to obtain a good
performance. Example images from the Breast dataset are shown
in Fig. 7. The our experiments, results have been obtained using a
5-fold cross validation (the dataset was randomly divided, five
times, into 80% for training and 20% for testing and then the average
performance is reported) to calculate the area under the ROC-curve.
5. Experimental results

In Table 4, we report our experimental results using the
datasets and performance indicators described in Section 4.
Notice that in the 2-classes problems we have used the area
under the ROC curve (AUC) since it has been shown [58] that AUC
is empirically and theoretically better than accuracy, due to the
fact that accuracy does not consider the scores of the classifiers.
The area under the ROC curve is a scalar measure to evaluate
performance, which can be interpreted as the probability that the
classifier will assign a higher score to a randomly picked positive
sample than to a randomly picked negative sample.

In each table the best results in each datasets are bolded, if
there are more bold values in each dataset means that there is
overlap among the values of ‘‘mean7standard deviation’’ of the
best approaches. In the first set of experiments, we used LBP with
P¼16 and R¼2. Histograms with 100 bins were used for extract-
ing non-uniform features. As noted in Section 3, the classifier used
in our experiments is SVM. In Table 4, a stand-alone SVM is
represented as SA, and random subspace (with each subspace
containing 50% of the original features) is represented as RS. The
sum rule was used with RS. As seen in Table 4, we ran experi-
ments using SA and RS with both the uniform and non-uniform
feature textures.

Under the column heading concatenation, we report experi-
ments using a feature vector obtained by concatenating both the
uniform and the non-uniform features. Under the heading sum
rule, we report fusion experiments that combine the two methods
(SA and RS) using the sum rule. FUS1 is the sum rule combining
uniformþSA with non-uniformþRS. FUS2 is the weighted sum rule
combining uniformþSA and non-uniformþRS, where the weight
of uniformþSA is 2 and the weight of non-uniformþRS is 1.

http://maven.smith.edu/~nhowe/research/code/
http://maven.smith.edu/~nhowe/research/code/
http://maven.smith.edu/~nhowe/research/code/


Table 4
Performance obtained by LBP with P¼16 and R¼2.

Uniform Non-uniform Concatenation Sum rule

SA RS SA RS SA RS SA RS FUS1 FUS2

2D-Hela 0.827 0.776 0.712 0.821 0.767 0.854 0.801 0.853 0.855 0.871
PAP 0.749 0.730 0.799 0.808 0.800 0.807 0.793 0.780 0.789 0.778

Infant COPE 0.849 0.874 0.765 0.796 0.842 0.860 0.849 0.868 0.853 0.853

Pedestrian 0.835 0.868 0.739 0.784 0.821 0.860 0.847 0.866 0.855 0.850

Locate endogenous 0.833 0.774 0.776 0.823 0.809 0.870 0.855 0.829 0.853 0.847

Amino-acids 0.637 0.651 0.639 0.641 0.686 0.689 0.676 0.671 0.667 0.663

Weizmann 0.877 0.888 0.833 0.855 0.877 0.877 0.911 0.900 0.900 0.900

Breast 0.894 0.879 0.869 0.864 0.900 0.905 0.900 0.881 0.897 0.899
Average 0.813 0.805 0.766 0.799 0.813 0.840 0.829 0.831 0.833 0.833

Table 5
Performance obtained by LTP with P¼16 and R¼2.

Uniform Non-uniform Concatenation Sum rule

SA RS SA RS SA RS SA RS FUS1 FUS2

2D-Hela 0.920 0.909 0.730 0.827 0.767 0.864 0.864 0.881 0.891 0.920
PAP 0.829 0.814 0.818 0.831 0.829 0.844 0.837 0.830 0.837 0.837
Infant COPE 0.925 0.925 0.844 0.878 0.847 0.898 0.922 0.922 0.922 0.925
Pedestrian 0.918 0.951 0.844 0.871 0.886 0.918 0.928 0.951 0.931 0.927

Locate endogenous 0.913 0.907 0.772 0.833 0.851 0.900 0.894 0.896 0.906 0.916
Amino-acids 0.741 0.757 0.766 0.774 0.805 0.816 0.789 0.796 0.790 0.777

Weizmann 0.977 0.977 0.911 0.911 0.933 0.933 0.933 0.933 0.933 0.944

Breast 0.951 0.945 0.881 0.909 0.912 0.935 0.953 0.946 0.956 0.959
Average 0.897 0.898 0.821 0.854 0.854 0.888 0.890 0.894 0.896 0.901

Table 6
Performance obtained varying the number of bins for the non-uniform patterns.

h¼25 h¼50 h¼100 Standard LTP Standard LBP

2D-Hela 0.911 0.92370.004 0.920 0.92070.005 0.82770.010

PAP 0.822 0.86170.008 0.837 0.82970.011 0.74970.010

Infant COPE 0.928 0.92870.007 0.925 0.92570.007 0.84970.009

Pedestrian 0.930 0.93670.003 0.927 0.91870.006 0.83570.009

Locate endogenous 0.904 0.92270.004 0.916 0.91370.007 0.83370.010

Amino-acids 0.773 0.76670.009 0.777 0.74170.012 0.63770.011

Weizmann 0.944 0.97770.002 0.944 0.97770.002 0.87770.008

Breast 0.949 0.96070.002 0.959 0.95170.004 0.89470.007

Average 0.895 0.90970.005 0.901 0.89770.007 0.81370.009

9 It is based on LTP feature extractor.
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SA under this heading (Sum rule) is the fusion between uniform-SA
and nonuniform-SA, while RS is the fusion between uniform-RS
and nonuniform-RS.

A similar set of experimental results is reported in Table 5 for
LTP with P¼16 and R¼2. Histograms with 100 bins were used for
extracting the non-uniform features. The threshold t used in LTP
is 3 for all the datasets where the elements of the image belong to
[0,255], while in the amino-acids/Action dataset t was set to
0.1 since in these datasets the elements of the matrix are [0,1].

Given the results reported in Tables 4 and 5, we can make the
following conclusions. First, LTP clearly outperforms LBP. In all
the tested approaches LTP outperforms LBP, LTP obtains an
average performance of slightly lower than 0.9 while LBP obtains
an average performance of 0.8. Second, RS with uniform patterns
does not improve performance with respect to SA; however, RS
with the non-uniform patterns does. We suspect that this beha-
vior is due to the undesirable characteristics mentioned above
regarding non-uniform patterns: they are correlated, high-dimen-
sional and introduce noise. Finally, we observe that the best
fusion method is FUS2, which combines both uniform and
non-uniform patterns. It should be noted that the uniform
patterns are considered more important since a weight of 2 is
given to them in FUS2.

In Table 6 we conduct more refined experiments using FUS2,
where h, the number of bins used for extracting the non-uniform
features, is varied. It is clear that the best results are obtained
with h¼50. In some datasets the performance difference between
FUS2 with h¼50 and a standard LTP is only marginal, but in other
datasets FUS2 with h¼50 proves superior. We can conclude,
therefore, that in all seven datasets the performance of FUS2 with
h¼50 is equal to or better than that obtained by LTP.

In Table 7 we compare the performance of standard LBP,
standard LTP, and FUS29 with h¼50 using P¼8 and R¼1. With
these values for P and R, FUS2 outperforms LTP on all seven
datasets. As a result of these tests, we conclude that non-uniform
patterns combined with uniform patterns results in a very superior
texture descriptor.

As final tests we compare the different approaches here tested
by Wilcoxon Signed-Rank test, which is considered in [17] the



Table 7
Performance obtained by LBP and LTP with P¼8 and R¼1.

Standard LBP Standard LTP FUS2 with h¼50

2D-Hela 0.75870.014 0.83870.012 0.84470.011
PAP 0.71570.014 0.77970.014 0.78570.013
Infant COPE 0.87670.011 0.88370.011 0.88570.010
Pedestrian 0.86970.010 0.94570.006 0.95970.005
Locate endogenous 0.67070.013 0.68670.012 0.81470.010
Amino-acids 0.60470.014 0.71470.012 0.74970.011
Weizmann 0.94470.004 0.94470.003 0.97770.002
Breast 0.88870.007 0.91270.004 0.92170.004
Average 0.791770.011 0.83870.009 0.86770.008

Table 8
SVM parameters.

Kernel Parameters C: Cost of the constrain

violation Gamma: parameters

of the radial based kernel

2D-Hela Linear C¼100

PAP Linear C¼10

Infant COPE Rbf C¼0.5 Gamma¼100

Pedestrian Rbf C¼1 Gamma¼1000

Locate endogenous Linear C¼100

Amino-acids Rbf C¼1 Gamma¼10

Weizmann Linear C¼100

Breast Linear C¼10
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best statistical measure to compare classifiers, to demonstrate our
thesis. We have compared the following approaches using the
Wilcoxon Signed-Rank test:
�
 LTP versus LBP, LTP wins (i.e., we reject the null hypothesis,
level of significance 0.05, and accept that the two methods
have significant different performance) against LBP (both with
P¼8 R¼1 and with P¼16 R¼2);

�
 FUS29 (with h¼50) versus LTP, FUS2 (with h¼50) wins against

LTP (both with P¼8 R¼1 and with P¼16 R¼2).

From the analysis of the experimental results it is clear the
advantage of the proposed approach with respect to the consid-
ered baseline methods evaluated in this work.

Finally, in Table 8, we report the SVM kernel and the SVM
parameters used in each dataset.
6. Conclusion

This paper focused on a new texture descriptor, based on
non-uniform patterns in Local Binary Pattern and Local Ternary
Patterns, for extracting features from a matrix. A new effective
approach for feature extraction is designed that is based on the
fusion of classifiers trained considering the uniform patterns and
classifiers trained considering only the non-uniform patterns. The
experimental results show that the proposed approach produces a
reliable set of features for training a machine learning classifier
(the support vector machines used in this paper). The feature
extractor proposed and compared in this work has been tested on
a broad spectrum of datasets: the Infant COPE database of
neonatal facial images; the 2D HeLa dataset and the Locate
endogenous dataset of fluorescence microscope images; the Pap
smear dataset of smear cells images; the Pedestrian dataset of
pedestrian images; the amino-acids dataset of amino-acids that
bind/non-bind multiple Human Leukocyte Antigen; the breast
cancer dataset of normal and abnormal breast tissue; the
Weizmann dataset of human action video. In each of these
datasets, our proposed fusion method outperformed standard
LBP and LTP.

A possible future work is to study the performance of the
proposed texture descriptors when the feature extraction is
performed from images that have been pre-processed using the
different methods (e.g., Gabor filters).
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