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A B S T R A C T

The weighting exponent \( m \) is called the fuzzifier that can influence the performance of fuzzy c-means (FCM). It is generally suggested that \( m \in [1.5, 2.5] \). On the basis of a robust analysis of FCM, a new guideline for selecting the parameter \( m \) is proposed. We will show that a large \( m \) value will make FCM more robust to noise and outliers. However, considerably large \( m \) values that are greater than the theoretical upper bound will make the sample mean a unique optimizer. A simple and efficient method to avoid this unexpected case in fuzzy clustering is to assign a cluster core to each cluster. We will also discuss some clustering algorithms that extend FCM to contain the cluster cores in fuzzy clusters. For a large theoretical upper bound case, we suggest the implementation of the FCM with a suitable large \( m \) value. Otherwise, we suggest implementing the clustering methods with cluster cores. When the data set contains noise and outliers, the fuzzifier \( m=4 \) is recommended for both FCM and cluster-core-based methods in a large theoretical upper bound case.

1. Introduction

The fuzzy c-means (FCM) algorithm [1,2] is the best-known method for fuzzy clustering. Although FCM is a good clustering algorithm, many extensions to the FCM algorithm have been proposed in the literature. Overall, these extended types of FCM can be divided into two categories. One is to extend the dissimilarity measure \( d(x_i, a_j) \) between the data point \( x_i \) and the cluster center \( a_j \) in the FCM objective function by replacing the Euclidean distance with the other types of metric measures (see Refs. [3–7]). The other is to extend the FCM objective function by adding a penalized term (see Refs. [8–12]).

On the other hand, another important factor that influences the effectiveness of FCM is the weighting exponent \( m \), which has been well investigated by Pal and Bezdek [13] and Yu et al. [14]. Pal and Bezdek [13] suggested taking \( m \in [1.5, 2.5] \), and Yu et al. [14] proposed a theoretical upper bound for \( m \) that can prevent the sample mean from being the unique optimizer of an FCM objective function. In this paper, we will discuss the robust properties of FCM and show that the parameter \( m \) influences the robustness of FCM. According to our analysis, we find that a large \( m \) value will make FCM more robust to noise and outliers. However, a considerably large \( m \) value will make the sample mean the unique optimizer (see Ref. [14]). We know that FCM extends the k-means in order to allow its membership function \( \mu_{ij} \in [0, 1] \). However, almost no data points have a crisp membership \( \mu_{ij} \in [0, 1] \). That is, in fact, FCM always produces fuzzy memberships \( \mu_{ij} \) in the open interval \( (0, 1) \). This is the main reason for the sample mean to be the unique optimizer of FCM when the fuzzifier \( m \) is larger than the theoretical upper boundary. A simple and efficient method to avoid this special case in FCM is to assign a cluster core to each cluster.

Özdemir and Akarun [8] proposed a partition index maximization (PIM) algorithm by adding the partition coefficient (PC) [15] into the FCM objective function and successfully applied PIM for a color quantization of images. This modification can form a cluster core for each cluster, and data points inside the cluster core will have membership values of zero or one. Since the volumes of each cluster core in PIM are equal, Wu et al. [12] proposed a fuzzy compactness and separation (FCS) algorithm. The volumes of each cluster core generated by FCS are different. Moreover, Yang et al. [16] proposed the alpha-cut implemented fuzzy clustering algorithm (FCM\( \alpha \)) whose cluster cores are generated by the \( \alpha \)-cut concept. That is, if the membership value of the data point that belongs to one cluster is larger than a given value \( \alpha \), then the point will exactly belong to that cluster with a membership value of 1. The volumes of each cluster core in FCM\( \alpha \) are also different. Although these algorithms can avoid the sample mean from being the unique optimizer, they do not directly optimize their objective function. We also give an example to illustrate that FCM can produce a better clustering result than these algorithms in a large theoretical upper bound case. We know that a good clustering method should achieve the robustness properties (see Refs. [17–19]). Therefore, in this paper, we will also discuss the robust properties of FCM, PIM, FCS, and FCM\( \alpha \).

This paper is organized as follows: In Section 2, we review the FCM and discuss the parameter selections and robust properties. In Section 3, we give a detailed discussion of cluster-core-based algorithms and give a unified definition to control their cluster core volumes. We also discuss the robust properties of these cluster-core-based algorithms. In Section 4, we use some real and numerical...
2. Parameter selections and robust analysis of fuzzy c-means

Let \( X = \{x_1, \ldots, x_n\} \) be a data set in an \( s \)-dimensional space \( \mathbb{R}^s \). Let \( c \) be a positive integer with \( 1 < c < n \). A partition of \( X \) into \( c \) parts can be presented by a mutually disjoint set \( X_1, \ldots, X_c \) such that \( X_1 \cup \cdots \cup X_c = X \), or equivalently by the indicator functions \( \mu_1, \ldots, \mu_c \) such that \( \mu_i(x_l) = 1 \) if \( x_l \in X_i \) and \( \mu_i(x_l) = 0 \) if \( x_l \notin X_i \) for \( l = 1, \ldots, c \) and \( i = 1, \ldots, n \). The set of indicator functions \( \{\mu_1, \ldots, \mu_c\} \) is called a hard \( c \)-partition of clustering \( X \) into \( c \) clusters. Now, consider an extension to allow \( \mu_i = \mu_i(x_l) \in [0,1] \) to be a membership function of fuzzy sets \( \mu_i \) on \( X \) such that \( \sum_{i=1}^c \mu_i = 1 \) for all \( x_l \) and \( \{\mu_1, \ldots, \mu_c\} \) is called a fuzzy \( c \)-partition. In this section, we will give a brief review of the best-known fuzzy \( c \)-means (FCM) clustering method and discuss the influence of the fuzzifier \( m \) on the robustness of FCM.

2.1. Fuzzy \( c \)-means clustering algorithm and parameter selections

In unsupervised learning clustering literatures, the fuzzy \( c \)-means (FCM) algorithm is a well-known fuzzy clustering method with the objective function

\[
J_{FCM}(\boldsymbol{\mu}, \mathbf{a}) = \sum_{i=1}^c \sum_{j=1}^n \mu_{ij}^m d(x_j, a_i) = \sum_{i=1}^c \sum_{j=1}^n \mu_{ij}^m |x_j - a_i|^p.
\]

The weighting exponent \( m > 1 \) is a fuzziness index, \( \mu = \{\mu_1, \ldots, \mu_c\} \) with \( \mu_{ij} = \mu_i(x_j) \) is a fuzzy \( c \)-partition, and \( \mathbf{a} = \{a_1, \ldots, a_c\} \) is a set of \( c \) cluster centers. The necessary conditions for a minimizer \( (\boldsymbol{\mu}, \mathbf{a}) \) of \( J_{FCM} \) are the following update equations:

\[
\mu_{ij} = \frac{1}{\sum_{k=1}^c \left| x_j - a_k \right|^{(1-1/m)}},
\]

and

\[
a_i = \frac{\sum_{j=1}^n \mu_{ij}^m x_j}{\sum_{j=1}^n \mu_{ij}^m}.
\]

where \( j = 1, \ldots, n \), \( i = 1, \ldots, c \). Note that \( d(x_j, a_i) = |x_j - a_i|^p \) is used the most. However, other types of metric \( d(x_j, a_i) \) may be used for improving the usage and effectiveness of FCM (see Refs. [3–7]).

Note that a widely unified approach to generalizing FCM had been studied in [3]. On the other hand, another important factor that influences the effectiveness of FCM is the fuzziness index \( m \), which has previously been thoroughly investigated in Pal and Bezdek [13] and Yu et al. [14].

The weighting exponent \( m \) is called the fuzzifier; it can influence the clustering performance of FCM. The influence of the weighting exponent \( m \) on the FCM membership function is shown in Figs. 1(a)–(d). These figures are produced by assuming that there are only two clusters with centers 0 and 2. The curves with different \( m \) values are the membership functions that belong to the cluster with center 0. When \( m = 1 \), the FCM will reduce to the traditional hard \( c \)-means. When \( m \) tends to infinity, \( \mu_{ij} = 1/c \) for all \( i, j \), and the sample mean will be a unique optimizer of the FCM objective function. In fact, this situation may occur for any specified \( m \) value, and Yu et al. [14] proposed a theoretical upper bound for \( m \) that can prevent the sample mean from being the unique optimizer of the FCM objective function. The rule is that \( \forall i, a_i = \bar{x} \) is stable for FCM if \( \lambda_{\text{max}}(C_k) < 0.5 \) and \( m \geq (1 - 2\lambda_{\text{max}}(C_k))^{-1} \), where \( C_k = \sum_{j=1}^n (x_j - \bar{x})(x_j - \bar{x})^T/n(x_j - \bar{x})^T \) and \( \lambda_{\text{max}}(C_k) \) is the maximum eigenvalue of the matrix \( C_k \). Therefore, for FCM, we should set \( m < (1 - 2\lambda_{\text{max}}(C_k))^{-1} \) if \( \lambda_{\text{max}}(C_k) < 0.5 \). If \( \lambda_{\text{max}}(C_k) \geq 0.5 \), we can take \( m \) to be any positive value; further, Pal and Bezdek [13] have suggested that \( m \in \{1.5, 2.5\} \).

Table 1 (refer to Yu et al. [14]) shows the upper limit of \( m \) for some data sets obtained from the UCI Repository of Machine Learning Databases. For the data sets with \( \lambda_{\text{max}}(C_k) < 0.5 \), the sample mean will be the unique optimizer of FCM when the fuzzifier \( m \geq (1 - 2\lambda_{\text{max}}(C_k))^{-1} \) (the upper limit). In the Iris data set [17,18], since the maximum eigenvalue of the matrix \( C_k \) is larger than 0.5, the upper limit of \( m \) for the Iris data set is positive infinity. Yang and Wu [11] also confirmed a part of these results. We now give a simple example to demonstrate the abovementioned properties.

We implement the Normal-4 data set to test the influence of \( m \) on the performances of FCM. Pal and Bezdek [13] proposed the Normal-4 data set, which is a 4-dimensional data set with the sample size \( n = 800 \); each of the four clusters contains 200 points. The population mean vectors are \( \mu_1 = (3,0,0,0) \), \( \mu_2 = (0,3,0,0) \), \( \mu_3 = (0,0,3,0) \), and \( \mu_4 = (0,0,0,3) \). The covariance matrix for each population is the identity matrix \( I_4 \). We randomly generate 100 Normal-4 data sets and implement the FCM algorithm for each one of the data sets with the parameters \( m = 1.5, 2, 2.5, 3, \) and 3.5. We then calculate the average MSE and the average number of iterations for these 100 randomly
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generated Normal-4 data sets. The mean squared error (MSE) is calculated by 
\[
\text{MSE} = \frac{1}{4} \sum_{i=1}^{4} |a_i - c_i|^2,
\]
where \(a_i\) is the cluster center output from the FCM algorithm. The results are shown in Table 2. Yu et al. [14] concluded that the theoretical valid \(m\) for a random Normal-4 data set should not be greater than 2.6; the sample mean in this case is an optimizer with approximately 50% probability.

In Table 2, when \(m=2.5\), the worst case is when the sample mean is the unique optimizer with MSE=6.52. When \(m=3\) and 3.5, the FCM always produces the unique optimizer \(\mathbf{x}\). These results are coincident to Yu et al. [14]. Although a considerably large \(m\) may cause some problems in FCM, a suitably large \(m\) value can make FCM more robust to noise and outliers. We will discuss this property in the next subsection.

### 2.2. Robust analysis of fuzzy c-means

The influence curve (IC) can help us to assess the relative influence of an individual observation toward the value of an estimate. The influence function of an M-estimator is proportional to its \(\phi\) function [17]. If the influence function of an estimator is unbounded, an outlier might lead to problems when the \(\phi\) function is used for denoting the degree of the influence. Let the loss between the data point \(x_j\) and the cluster center \(a_i\) be
\[
\rho_{FCM}(x_j-a_i) = \frac{1}{m} \|x_j-a_i\|^2
\] and
\[
\phi_{FCM}(x_j-a_i) = \frac{d}{da_i} \rho_{FCM}(x_j-a_i) = -2 \frac{1}{m} \mu_i^m (x_j-a_i).
\]

By solving the equation \(\sum_{j=1}^{n} \phi_{FCM}(x_j-a_i) = 0\), we have the result shown in Eq. (3). Therefore, the FCM cluster center estimate is an M-estimator with the loss function (4) and \(\phi\) function (5). Refer to Figs. 1(a)–(d), the corresponding \(\phi\) functions with different \(m\) are illustrated in Figs. 1(e)–(h). The influences of adding a point will become very small when \(m\) is large. That is, FCM can be robust to

<table>
<thead>
<tr>
<th>Table 1</th>
<th>The upper limit of (m) for the data sets.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data set</td>
<td>Number of samples</td>
</tr>
<tr>
<td>Vowel</td>
<td>990</td>
</tr>
<tr>
<td>Waveform</td>
<td>5000</td>
</tr>
<tr>
<td>Glass</td>
<td>214</td>
</tr>
<tr>
<td>Iris</td>
<td>150</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Mean square error (MSE) and number of iterations of 100 randomly generated normal-4 data sets.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>Number of iterations</td>
</tr>
<tr>
<td>Best case</td>
<td>Average</td>
</tr>
<tr>
<td>(m=1.5)</td>
<td>0.05791</td>
</tr>
<tr>
<td>(m=2)</td>
<td>0.16153</td>
</tr>
<tr>
<td>(m=2.5)</td>
<td>3.87754</td>
</tr>
<tr>
<td>(m=3)</td>
<td>6.67529</td>
</tr>
<tr>
<td>(m=3.5)</td>
<td>6.73916</td>
</tr>
</tbody>
</table>

Fig. 2. Clustering results of FCM for the grid data.
noise and outliers with a large \( m \) value. Fig. 2 is a simple example to illustrate this phenomenon. This is an artificial data set with grid points. We implement FCM with different \( m \) values, and the results are shown in Figs. 2(a), (d), and (g). We then add an outlier point to the coordinate (50,50), and the results are shown in Figs. 2(b), (e) and (h). In this case, the result of FCM is influenced by this outlier point when \( m = 3 \). When \( m = 2 \) and 4, the results of FCM are robust to this outlier. Moreover, we add one more outlier point to the coordinate (100,100), and the results are shown in Figs. 2(c), (f) and (i). Only a large \( m \) value with \( m = 4 \) can avoid the influence of these two outliers. These results are coincident to the phenomenon illustrated in Fig. 1. This example shows the robust properties of FCM when \( m \) becomes large.

Note that the cluster center update Eq. (3) can be seen as a weighted mean for the data set \( \{x_1, \ldots, x_n\} \). The weight of the data point \( x_i \) is

\[
\frac{\mu_i^m}{\sum_{i=1}^{n} \mu_i^m},
\]

which is proportional to \( \mu_i^m \). For a noise or outlier point \( x_i \), the weight is proportional to \( (1/c)^m \). In a large \( m \) case, the weight will tend to zero, and hence, the influence of noise and outliers on the cluster centers will become very small. This can explain why FCM is robust to noise and outliers when \( m \) becomes large.

When \( m \) tends to infinity, the weight and \( \phi \) function of a finite point \( x_i \) will tend to 0. However, in a real application, we never observe an infinity data point. We then have \( \lim_{m \to \infty} \phi(x_i-a_i) = 0 \) for a real data point. That is, a very large \( m \) value will make FCM very robust. However, this is not a good guideline for selecting \( m \) in FCM. Although FCM becomes very robust in a large \( m \) case, the membership value for each data point will be very close to 1/c, and the sample mean may become the unique optimizer. Fig. 1(d) also shows that the membership values for the data points become approximately 0.5 when \( m = 6 \).

Note that the largest membership of a noise or outlier point is approximately 0.5; Fig. 3 shows the weights of 0.5\(^m \) with \( m = 1.1, 1.5, 2, 3, 4, \ldots, 10 \). When \( m \geq 5 \), the weights are very close to zero. Here, we suggest implementing FCM with \( m \in [1.5, 4] \) under the restriction that \( m \) is smaller than the theoretical upper bound proposed by Yu et al. [14].

### 3. Algorithms with cluster cores

According to our analysis, we find that a large \( m \) value will make FCM more robust to noise and outliers. However, a considerably large \( m \) value may make the sample mean the optimizer. We know that FCM extends the \( k \)-means in order to allow its membership function \( \mu_{ij} \in [0,1] \). However, almost no data points have a crisp membership \( \mu_{ij} \in \{0,1\} \). That is, in fact, FCM always produces fuzzy memberships \( \mu_{ij} \) in the open interval \( (0,1) \). This is the main reason for the sample mean to be the unique optimizer of FCM when the fuzzifier \( m \) is larger than the theoretical upper boundary. A simple and efficient method to avoid this special case in FCM is to assign a cluster core to each cluster. Here, we will review some algorithms with cluster cores and discuss their robust properties.

#### 3.1. Partition index maximization (PIM)

Özdemir and Akarun [8] proposed an alternative clustering algorithm, called the partition index maximization (PIM), for the color quantization of images. PIM modified the distance measure of FCM and proposed the objective function

\[
J_{PIM}(\mu, a) = \sum_{i=1}^{c} \sum_{j=1}^{n} \mu_i^m d(x_j,a_i) = \sum_{i=1}^{c} \sum_{j=1}^{n} \mu_i^m (|x_j-a_i|^2 - \beta),
\]

(7)

The objective of PIM is to minimize the FCM objective function and simultaneously maximize the partition coefficient (PC) [12]. We can rewrite Eq. (7) as

\[
J_{PIM}(\mu, a) = \sum_{i=1}^{c} \sum_{j=1}^{n} \mu_i^m |x_j-a_i|^2 - \beta \sum_{i=1}^{c} \sum_{j=1}^{n} \mu_i^m = J_{FCM}(\mu, a) - \beta \sum_{i=1}^{c} \sum_{j=1}^{n} \mu_i^n.
\]

(8)

The update equations for \( J_{PIM}(\mu, a) \) are

\[
a_i = \frac{\sum_{j=1}^{n} \mu_j^m x_j}{\sum_{j=1}^{n} \mu_j^m} \quad \text{and}
\]

\[
\mu_i = \begin{cases} 
\frac{(|x_j-a_i|^2 - \beta)^{-1} - 1}{\sum_{i=1}^{c} \sum_{j=1}^{n} (|x_j-a_i|^2 - \beta)^{-1}} & \text{if } |x_j-a_i|^2 > \beta, \\
1 & \text{if } |x_j-a_i|^2 \leq \beta.
\end{cases}
\]

(10)

For a given data point \( x_j \) in PIM, if \( |x_j-a_i|^2 \leq \beta \), then \( \mu_{ij} = 1 \) and \( \mu_{ij} = 0 \) for all \( i \neq i \). That is, if the distance between the data points and the \( i \)th cluster center is smaller than \( \beta \), these data points will then exactly belong to the \( i \)th cluster with the membership value one. Each cluster in PIM will have a crisp boundary such that all data points inside this boundary will have a crisp membership value \( \mu_{ij} \in (0,1) \) and other data points outside this boundary will have fuzzy membership values \( \mu_{ij} \in [0,1] \). Each crisp boundary will form a hyper-ball for the corresponding cluster and can be seen as a cluster core. The parameter \( \beta \) will determine the volume of each cluster core and the general condition that any two of these \( c \) cluster cores do not overlap should be

\[
\beta = (\gamma/4)\min_{x \neq x'} |a_i - a_i'|^2, \quad 0 \leq \gamma < 1.
\]

(11)

Each volume of the cluster core will be a monotone increasing function of \( \gamma \) with the maximum volume when \( \gamma \) approaches 1 and with the minimum volume when \( \gamma \) equals 0. The volumes of each cluster core in PIM are equal. In the next subsection, we will review the algorithm that uses the cluster cores with different volumes.

#### 3.2. Fuzzy compactness and separation (FCS)

Fukuyama and Sugeno [22] and Sugeno and Yasukawa [23] proposed an extended FCM objective function by adding a penalized term based on cluster prototypes \( a_i \) with

\[
J_{FC}(\mu, a) = \sum_{i=1}^{c} \sum_{j=1}^{n} \mu_i^m d^2(x_j,a_i) - (\mu_i^m)^2 d^2(a_i),
\]

(12)

where \( d^2(x_j,a_i) = |x_j-a_i|^2 \). They used \( FS(c)=J_{FC}(\mu, a) \) as an index for the cluster validity problem. A relatively small \( FS(c) \) will lead to good fuzzy clustering results. However, this \( FS(c)=J_{FC}(\mu, a) \) index...
cannot be a clustering objective function because there do not exist update equations for the cluster center \( a_i \) by differentiating \( FS(c) = \mathcal{P}(\mu, a) \) with respect to \( a_i \).

Wu et al. [12] proposed a fuzzy compactness and separation (FCS) algorithm, which is a modification of the FS validity index. The objective function is defined as

\[
J_{FCS}(\mu, a) = \sum_{i=1}^{n} \sum_{j=1}^{c} \mu_{ij}^m (|x_j - a_i|^2 - \eta_i|a_i|^2)
\]

where the parameter \( \eta_i \geq 0 \). The update equations for \( J_{FCS}(\mu, a) \) are as follows:

\[
a_i = \frac{\sum_{j=1}^{n} \mu_{ij}^m a_i - \eta_i a_i}{\sum_{j=1}^{n} \mu_{ij}^m}, \quad \sum_{j=1}^{n} \mu_{ij}^m = 1
\]

and

\[
\mu_{ij} = \begin{cases} 
\left( \sum_{k=1}^{n} (|x_j - a_k|^2 - \eta_k|a_k|^2)^{1-m} \right)^{-1} & \text{if } |x_j - a_i|^2 > \eta_i|a_i|^2, \\
1 & \text{if } |x_j - a_i|^2 \leq \eta_i|a_i|^2. 
\end{cases}
\]

For a given data point \( x_j \) in FCS, if \( |x_j - a_i|^2 \leq \eta_i|a_i|^2 \), then \( \mu_{ij} = 1 \) and \( \mu_{ij} = 0 \) for all \( i \neq j \). That is, if the distance between the data points and the ith cluster center is smaller than \( \eta_i|a_i|^2 \), these data points will belong exactly to the ith cluster with the membership value of one. Each cluster in FCS will have a crisp boundary such that all data points inside this boundary have a crisp membership value \( \mu_{ij} \in [0,1] \) and the other data points outside this boundary have fuzzy membership values \( \mu_{ij} \in [0,1] \). The parameter \( \eta_i \) will determine the volume of each cluster core and the general condition that any two of these \( c \) cluster cores do not overlap should be \( 0 < \eta_i < 1 \).

3.3. Alpha-cut implemented fuzzy clustering algorithms (FCM\( \alpha \))

According to the concepts of the cluster core, Yang et al. [16] proposed the alpha-cut implemented fuzzy clustering algorithm (FCM\( \alpha \)). We mention that PIM and FCS generate the cluster cores such that if the distances between the data points and the ith cluster center are smaller than a threshold, these data points will exactly belong to the ith cluster with a membership value of one. In this case, this cluster core concept can be extended in a more general manner such that if the membership value \( \mu_i \) of the data point \( x_j \) in the ith cluster is larger than a given value \( \alpha \), then the point \( x_j \) will belong exactly to the ith cluster with the membership value of one and \( \mu_{ij} = 0 \) for all \( i \neq j \). A simple rule to guarantee that no two of these \( c \) cluster cores overlap is \( 0.5 < \alpha \leq 1 \). These types of algorithms implemented by \( \alpha \)-cut FC algorithms are called FCM\( \alpha \). The cluster cores generated by FCM\( \alpha \) can be determined by a relative distance measure with

\[
\mu_{ij} = \left( \frac{|x_j - a_i|^2 - \eta_i|a_i|^2}{\sum_{k=1}^{n} (|x_j - a_k|^2 - \eta_k|a_k|^2)^{1-m}} \right)^{\frac{1}{m-1}}, \quad \sum_{j=1}^{n} \mu_{ij}^m = 1
\]

which is equivalent to

\[
|x_j - a_i|^2 < \left( \sum_{k=1}^{c} |x_j - a_k|^2 \right)^{\frac{1}{m-1}} - \eta_i|a_i|^2
\]

Hence, the update equations for FCM\( \alpha \) are

\[
a_i = \frac{\sum_{j=1}^{n} \mu_{ij}^m x_j}{\sum_{j=1}^{n} \mu_{ij}^m}
\]

and

\[
\mu_{ij} = \begin{cases} 
\left( \frac{|x_j - a_i|^2 - \eta_i|a_i|^2}{\sum_{k=1}^{n} (|x_j - a_k|^2 - \eta_k|a_k|^2)^{1-m}} \right)^{\frac{1}{m-1}} & \text{if } |x_j - a_i|^2 < (\alpha \sum_{k=1}^{c} |x_j - a_k|^2)^{\frac{1}{m-1}} - \eta_i|a_i|^2, \\
0 & \text{otherwise.}
\end{cases}
\]

For a given data point \( x_j \) in FCM\( \alpha \), if \( |x_j - a_i|^2 < (\delta \sum_{k=1}^{n} |x_j - a_k|^2)^{\frac{1}{m-1}} - \eta_i|a_i|^2 \), then \( \mu_{ij} = 1 \) and \( \mu_{ij} = 0 \) for all \( i \neq j \). Each cluster in FCM\( \alpha \) will have a crisp boundary such that all data points inside this boundary have a crisp membership value \( \mu_{ij} \in [0,1] \) and the other data points outside this boundary have fuzzy membership values \( \mu_{ij} \in [0,1] \). The parameter \( \alpha \) will determine the volume of each cluster core, and the general condition that any two of these \( c \) cluster cores do not overlap should be \( 0.5 < \alpha \leq 1 \). If we take

\[
\alpha = 1 - 0.5 \gamma, \quad 0 \leq \gamma < 1,
\]

then each volume of the cluster core will be a monotone increasing function of \( \gamma \) with the maximum volume when \( \gamma \) approaches 1 and with the minimum volume when \( \gamma \) equals 0.

It has been shown that the above-reviewed clustering algorithms with a large fuzzifier \( m (m=4) \) can be more robust to noise and outliers than FCW with \( m=2 \) (see Refs. [12,16,24]). However, according to our analysis in Section 2, we find that a large \( m \) value will make FCM more robust to noise and outliers such as PIM, FCS, and FCM\( \alpha \). Since the \( \varphi \) function of FCM has been discussed in Section 2.2, we now give the \( \varphi \) functions of these cluster-core-based algorithms.

3.4. \( \varphi \) Function of PIM, FCS, and FCM\( \alpha \)

We now define the loss function of PIM as

\[
\rho_{PIM}(x_j - a_i) = \mu_{ij}^m (|x_j - a_i|^2 - \beta)
\]

and

\[
\varphi_{PIM}(x_j - a_i) = \begin{cases} 
-2\mu_{ij}^m (x_j - a_i) & \text{if } x_j \text{ outside the cluster core,} \\
0 & \text{if } x_j \text{ inside the cluster core.}
\end{cases}
\]

Equivalently, we can define the loss function of FCS as

\[
\rho_{FCS}(x_j - a_i) = \mu_{ij}^m (|x_j - a_i|^2 - \eta_i|a_i|^2)
\]

and we have

\[
\varphi_{FCS}(x_j - a_i) = \begin{cases} 
-2\mu_{ij}^m (x_j - a_i) - \eta_i \mu_{ij}^m (a_i - x) & \text{if } x_j \text{ outside the cluster core,} \\
0 & \text{if } x_j \text{ inside the cluster core.}
\end{cases}
\]

Since the loss function of FCM\( \alpha \) is equivalent to the FCM, we can conclude that the \( \varphi \) function of FCM\( \alpha \) is equivalent to the \( \varphi \) function of PIM. That is

\[
\varphi_{FCM\alpha}(x_j - a_i) = \varphi_{PIM}(x_j - a_i).
\]

Note that the \( \varphi \) function can help us to assess the relative influence of an individual observation on the value of an estimate. Since the \( \varphi \) functions of FCW, PIM, FCS, and FCM\( \alpha \) are monotone with \( (x_j - a_i) \), the influence of adding a noise or an outlier point on FCM near the approximate to adding a noise or outlier point on PIM, FCS, and FCM\( \alpha \). That is, the robust properties of PIM, FCS, and FCM\( \alpha \) are similar and will be illustrated in the next section.

In this section, we review some cluster-core-based algorithms. The volumes of the cluster cores are controlled by the specified
parameters: we give a unified definition with parameter $\gamma$ to control their volumes as shown in Eqs. (11), (16), and (21). When $\gamma=0$, these cluster-core-based algorithms are equivalent to FCM. When $\gamma$ approaches 1, these algorithms are implemented with the largest cluster core volumes.

4. Examples

We will give some numerical examples to compare the performances of FCM, PIM, FCS, and FCM$\alpha$. The first is the Vowel data set [25] that has $n=990$ points in a 10-dimensional space with 11 clusters. The second real data set is the Iris data set [20,21] that has $n=150$ points in a 4-dimensional space that represents three clusters, each with 50 points. The third data set is the grid data illustrated in Fig. 2. In order to sufficiently use all the information, we will normalize the real data sets, including the Iris and Vowel data. Suppose we have a data set $X = \{x_1, ..., x_n\}$ in an $s$-dimensional space with each $x_i = \{x_{1i}, ..., x_{si}\}$, we normalize the data by replacing $x_{ij}$ with $x'_{ij}$ as

$$x'_{jk} = \frac{x_{jk} - \sum_{l=1}^{n} x_{lk}}{\sqrt{\sum_{l=1}^{n} (x_{lk} - \sum_{k=1}^{n} x_{lk}/n)^2/(n-1)},$$

where $k=1, ..., s$ and $j=1, ..., n$. After normalization, each characteristic of the real data set will have common sample mean and dispersion measures.

Example 1. We have mentioned that the use of the cluster cores in FCM can avoid the sample mean from being the optimizer when the fuzzifier $m$ is larger than the theoretical upper bound proposed by Yu et al. [14]. The theoretical upper bound for the Iris data set is 1.7787. We now implement the PIM, FCS, and FCM$\alpha$ for the Vowel data set with parameter $\gamma=0.2, 0.4, 0.6, 0.8$, and 0.99. The results of different $m$ values with $m=1.1, 1.5$, and 2 are shown in Fig. 4(a), (b), and (c), respectively. We use the non-fuzziness index (NFI) values [13] to compare the performances of the clustering results. If the membership values of each data point are close to 0 or 1, the NFI index will then be close to 1 and if the membership values of each data points are close to $1/c$, the NFI index will then be close to 0. The results of FCM are equivalent to the case with $\gamma=0$. Fig. 4 shows that the NFI index seems to be a monotone increasing function of parameter $\gamma$ and the use of the cluster cores in FCM can avoid the sample mean from being the optimizer when the fuzzifier $m$ is larger than the theoretical upper bound 1.7787. In this example, we show the advantage of using the cluster cores in FCM. However, if the data set has a large theoretical upper bound, the use of the cluster cores may not result in a better performance than FCM, as shown in the next two examples.

Example 2. In this example, we will implement the Iris data set; the error counts will be calculated after clustering. Note that the error counts obtained by FCM for this data set are approximately 16 in many literatures. According to the above example, the parameter $\gamma=0.99$ will be adopted for the cluster-core-based algorithms. Fig. 5 shows the error counts for the algorithms over a set of specified $m$ with $m=1.1, 1.5, 2, 3, 4, ..., 40$. Since the theoretical upper bound for the Iris data is $\infty$, the clustering results will become stable when $m$ becomes large and the clustering error counts of FCM, PIM, FCS, and FCM$\alpha$ converge to 13, 15, 14, and 13, as shown in Fig. 5(a), (b), (c), and (d), respectively. In general, it is suggested that the fuzzifier $m$ in FCM and many of its extensions not be assigned a considerably large value. However, this example considers the problem of selecting the fuzzifier $m$ from a different point of view.

Note that the aim of this example is not to find the best fuzzifier $m$. We want to show that the use of cluster cores may not always result in a better performance than FCM. Table 3 shows some summarized information, including the average error count and the standard deviation of the error count. The average error count of FCM is 13.22, which is the smallest among these algorithms. Although the average error count of FCM$\alpha$ is considerably close to FCM, FCM$\alpha$ still has a large standard deviation. This means that the performance of FCM$\alpha$ as compared to FCM is relatively unstable. Both PIM and FCS have relatively stable error counts with a small standard deviation, but the average error

![Fig. 4. The NFI index values for the vowel data set. The parameter $\gamma=0, 0.2, 0.4, 0.6, 0.8$, and 0.99 are used in PIM, FCS, and FCM$\alpha$. The results of different $m$ values with $m=1.1, 1.5$, and 2 are shown in (a), (b), and (c), respectively. The results of FCM are equivalent to the case with $\gamma=0$.](image-url)
Table 3
The summarized results of the Iris data set. The parameter $\gamma=0.99$ is used in PIM, FCS, and FCMa.

<table>
<thead>
<tr>
<th></th>
<th>FCM</th>
<th>PIM</th>
<th>FCS</th>
<th>FCMa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error counts with $m=2$</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Error counts with $m=4$</td>
<td>14</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Average error count over a set of specified $m$</td>
<td>13.22</td>
<td>15.07</td>
<td>14.42</td>
<td>13.24</td>
</tr>
<tr>
<td>Standard deviation of error count over a set of specified $m$</td>
<td>1.084</td>
<td>0.264</td>
<td>0.670</td>
<td>1.261</td>
</tr>
</tbody>
</table>

Fig. 5. The results of the iris data set. The parameter $\gamma=0.99$ is used in PIM, FCS, and FCMa.

Fig. 6. Clustering results of PIM, FCS and FCMa for the grid data set with two outliers (50,50) and (100,100): (a) The result of PIM with $m=4$ and $\gamma=0.99$; (b) the result of FCS with $m=4$ and $\gamma=0.99$; (c) the result of FCMa with $m=4$ and $\gamma=0.99$, and (d) the result of FCMa with $m=4$ and $\gamma=0.7$. 
count is relatively large. FCM exhibits a relatively good clustering performance in this example, and we suggest implementing FCM with \( m=4 \) in a large theoretical upper bound case. In the next example, we will compare the performance of these algorithms when the fuzzifier \( m=4 \).

**Example 3.** Fig. 6 shows the clustering results of PIM, FCS, and FCMz for the grid data set with two outliers (50,50) and (100,100). Fig. 6(a) shows the result of PIM with \( m=4 \) and \( \gamma=0.99 \), which is similar to the result of FCM, as shown in Fig. 2(i). The cluster centers obtained by FCS with \( m=4 \) and \( \gamma=0.99 \) are influenced by the outliers, as shown in Fig. 6(b). In our simulations, the results of FCS are not as expected when the data set does not contain good cluster structures. Note that the results of FCMx with \( \gamma=1 \) are equivalent to the \( k \)-means when the cluster number \( c=2 \). Hence, the result shown in Fig. 6(c) is similar to the result of FCM with \( m=1.1 \), as shown in Fig. 2(c). In this case, Yang et al. [16] suggested specifying the parameter \( \alpha=0.65 \) (i.e., \( \gamma=0.7 \)). Fig. 6(d) shows the result of FCMx with \( m=4 \) and \( \gamma=0.7 \), which is also similar to the result of FCM, as shown in Fig. 2(i). Although these cluster-core-based algorithms have similar robust properties with FCM, their performances still depend on the specified parameter \( \gamma \).

**Example 4.** This example contains three randomly generated data sets denoted by data 1, data 2, and data 3. Each cluster in these data sets consist of 100 data points generated from a Normal distribution. We also add 25% Uniform noise points to each data set. Table 4 shows the information about data 1, data 2, and data 3. The corresponding Histograms of these data sets are illustrated in Fig. 7. Under the same initial values and stopping conditions, we then implement FCM, PIM, FCS, and FCMx to estimate the cluster centers of these data sets. The performance of the algorithms are evaluated by the MSE values with \( \sum_{i=1}^{c} \sum_{j=1}^{N} (a_{ij}-y_{ij})^2 / c \) where \( \theta_i \) denotes the true cluster center. Table 5 shows the average MSE values of 100 repeated MSE measures obtained by different combinations of fuzzifier \( m \) and clustering algorithms. For example, the average MSE of 100 repeated MSE of data 1 estimated by FCM with \( m=2 \) is 0.1670. From the results in Table 5, FCM with a suitable large \( m \) with \( m=4 \) always performs well than other clustering methods, except the FCMx with \( m=4 \) in data 3. Note that, the “-” symbol means the algorithm cannot converge. When the data set has a large theoretical upper bound, the use of the cluster cores may not result in a better performance than FCM and FCM with \( m=4 \) always performs well than FCM with \( m=2 \). In this example, the cluster-core-based algorithms are implemented with a large cluster core volumes \( \gamma=0.99 \) and hence some noise points are inside the cluster cores. Although we can try to find a suitable \( \gamma \) to improve the performance of the cluster-core-based algorithms, this example reveal the superiority of using FCM with a suitable large \( m \) value.

<table>
<thead>
<tr>
<th>Data 1, ( c=2 )</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n=100 )</td>
<td>( N(0,1) )</td>
<td>( N(0,1) )</td>
<td>( U[0,1] )</td>
</tr>
<tr>
<td>( n=100 )</td>
<td>( N(10,1) )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data 2, ( c=3 )</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n=100 )</td>
<td>( N(0,1) )</td>
<td>( N(10,1) )</td>
<td>( N(20,1) )</td>
<td>( U[0,20] )</td>
</tr>
<tr>
<td>( n=75 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data 3, ( c=4 )</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
<th>Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n=100 )</td>
<td>( N(0,1) )</td>
<td>( N(10,1) )</td>
<td>( N(20,1) )</td>
<td>( N(30,1) )</td>
<td>( U[0,30] )</td>
</tr>
</tbody>
</table>

**5. Conclusions**

In this paper, we discussed the parameter selections of FCM from a robustness point of view and found that a large \( m \) value will make FCM more robust to noise and outliers. We suggest implementing FCM with \( m \in [1.5,4] \). However, considerably large \( m \) values that are greater than the theoretical upper bound will make the sample mean the unique optimizer. To avoid this unexpected case, we can adopt the cluster core concept in FCM. We then reviewed some cluster-core-based algorithms and discussed these algorithms in detail. Example 1 showed the results of the Vowel data set whose theoretical upper bound of \( m \) is 1.7787; the advantages of the cluster-core-based algorithms were evident in this example. However, if the data set has a large theoretical upper bound, the use of the cluster cores may not result in a better

<table>
<thead>
<tr>
<th>( m=2 )</th>
<th>( m=4 )</th>
<th>( m=4 )</th>
<th>( m=4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCM</td>
<td>PIM</td>
<td>FCS</td>
<td>FCMx</td>
</tr>
<tr>
<td>Data 1</td>
<td>0.1607</td>
<td>0.2643</td>
<td>–</td>
</tr>
<tr>
<td>Data 2</td>
<td>0.0893</td>
<td>0.2630</td>
<td>–</td>
</tr>
<tr>
<td>Data 3</td>
<td>0.0756</td>
<td>0.1315</td>
<td>4.6704</td>
</tr>
<tr>
<td>Data 4</td>
<td>0.0358</td>
<td>0.1279</td>
<td>5.4639</td>
</tr>
<tr>
<td>Data 5</td>
<td>0.0526</td>
<td>0.0944</td>
<td>1.1585</td>
</tr>
<tr>
<td>Data 6</td>
<td>0.0258</td>
<td>0.0944</td>
<td>1.4259</td>
</tr>
</tbody>
</table>

**Table 5**

The average MSE values of 100 repeated MSE measures obtained by the clustering algorithms. The parameter \( \gamma=0.99 \) is used in PIM, FCS and FCMx.
performance than FCM, as illustrated in Examples 2, 3, and 4. For a large theoretical upper bound case, we suggest implementing the FCM with a suitable large \( m \) value. Otherwise, we suggest implementing the clustering methods with cluster cores. When the data set contains noise and outliers, the fuzzifier \( m = 4 \) is recommended for both FCM and cluster-core-based methods in a large theoretical upper bound case.

**Acknowledgments**

The author is grateful to the anonymous referees for their critical and constructive comments and suggestions to improve the presentation of the paper. This work was supported in part by the National Science Council of Taiwan, under Kuo-Lung Wu’s Grant: NSC-99-2118-M-168-001.

**References**


**KUO-LUNG WU** received his BS degree in mathematics in 1997, the MS and PhD degrees in applied mathematics in 2000 and 2003, all from the Chung Yuan Christian University, Chungli, Taiwan. In 2003–2006, he was an Assistant Professor in the Department of Information Management at Kun Shan University of Technology, Tainan, Taiwan. He has been an Associate Professor at the same university. He is a member of the Phi Tau Phi Scholastic Honor Society of Taiwan. His research interests include fuzzy theorem, cluster analysis, pattern recognition and neural networks.