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Abstract

Credit risk prediction involves assigning customers a risk category, such

as defaulter or non-defaulter. In the financial sector, obtaining an accurate

prediction and ensuring would be comprehensible to credit experts, applicants,

and regulators is essential. The challenge addressed in this Ph.D. research is

to develop a pattern-based algorithm that predicts credit risk and explains

the its predictions.

It is also important to note that the data utilized in credit risk predic-

tion is frequently mixed and imbalanced, which can generate a bias towards

the majority class. Therefore, a comprehensive analysis of data balancing

methods is required to help obtain a suitable credit risk prediction algorithm.

Thus, a comprehensive analysis of data balancing methods is included in the

preliminary results to determine the most appropriate method for credit risk

prediction. A study of pattern miners and pattern-based classifiers was also

conducted to select the most effective algorithm for pattern mining and fil-

tering. Finally, the proposal culminates by presenting the first algorithm for

pattern-based credit risk prediction.

Keywords— Patterns, credit risk, imbalanced class, explain



1 Introduction

A credit is a cash loan that must be repaid within a defined time and under estab-

lished conditions [1]. The decision to approve or reject a credit is based on analyzing

the applicant’s ability to repay the credit and their probable repayment behaviour.

Granting or denying credit is a risk. Therefore, credit risk is the risk associated

with financing, the risk of customers defaulting on a credit, credit card, and other

lending services [2]. In other words, the risk that a person fails to pay a financial

institution or defaults. Credit risk prediction in a financial institution is performed

by an analyst using the institution’s current regulations and policies to approve or

deny a credit application.

Traditionally, credit risk prediction is based on personal experiences, and uses

5C’s [3] (five crucial aspects to analyze for a financial institution: character, capacity,

capital, collateral, and conditions). Credit risk prediction is essential for financial

institutions; thus, automated tools have been developed by combining optimization

algorithms with balancing and feature selection methods and using supervised and

unsupervised classifiers for credit risk prediction [4]. The performance obtained by

the classifiers is reported through metrics such as ACC, F1-score, and AUC. However,

these performance measures do not explain how classifiers identify defaulters and

non-defaulters.

In Mexico, regulators such as the National Banking and Securities Commis-

sion (CNBV) 1 [5] requires financial institutions to explain and justify their credit

decisions. Lack of explainability could lead to regulatory problems. Therefore, an

explainable method will allow analysis and applicants to understand the factors

contributing to their credit rating. Understanding the decision-making methods and

features can help improve the creditworthiness of candidates. However, there are

1https://www.cnbv.gob.mx
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several challenges in developing an explainable algorithm for predicting credit risk.

1. Data complexity: Numerical and non-numerical data are used when assessing

credit risk. Preprocessing this data carefully is essential to avoid missing any

important information for prediction.

2. Interpretation of methods: Developing an algorithm to explain credit risk

prediction is challenging. This is because it’s difficult to understand the results

of supervised and unsupervised classifiers.

3. Accuracy and explainability: Classifiers with high accuracy have been re-

ported in the-state-of-the-art. However, it is difficult to determine the reasons

for the classifier´s reasons for why an application is accepted or denied by the

classifier.

Explainability is crucial to ensure the confidence of credit institutions, as decisions

are made using black box classifiers, and stakeholders may not understand the rea-

soning behind those decisions. Therefore, this research will investigate this aspect

of explainability in credit risk prediction.

1.1 Justification

Several studies concentrate on credit risk prediction in financial institutions. The

credit risk datasets contain information on individuals, credit cards, and companies

labelled as default or non-default. These datasets contain mixed data and they are

imbalanced.

In the state-of-the-art, supervised and unsupervised classifiers have been used

to solve the problem of credit risk prediction. These classifiers have been imple-

mented individually or in combination with balancing and feature selection methods

for credit risk prediction.
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However, these classifiers do not provide explanations for their credit risk pre-

dictions. Financial institutions must clarify their decisions to customers and regula-

tory bodies, such as the CNBV. Therefore, it is essential to create an algorithm that

not only does it predict credit risk, but also provides a transparent explanation of

what it’s predicting.

Therefore, in this PhD research, we consider it important to develop an algo-

rithm that allows working with mixed and imbalanced data to predict credit risk,

which can explain its decision. Furthermore, since patterns can be used for providing

explanations, we will base our algorithm on mining and using patterns for credit risk

prediction.

1.2 Problem Statement

The works reported in the literature to predict credit risk are complex and operate as

black boxes. These works can make accurate predictions, but their predictions can be

difficult for experts and non-experts to understand. It is, therefore, essential to find

ways to explain the prediction results to make them understandable to stakeholders

such as financial institutions, regulators and applicants. In addition, feature selection

and balancing methods are used on datasets before classifiers, where categorical data

is transformed into numerical data. This pre-processing can make the classifier’s

prediction challenging to interpret by removing information relevant to the credit

risk prediction.

Therefore, to provide information on why the algorithm’s prediction will allow

financial institutions to understand and explain the decision to grant or deny credit.

Credit risk prediction needs to strike a balance between accuracy and explainability,

such that an algorithm for credit risk prediction would have good accuracy without

limiting explainability, thereby facilitating the understanding of the prediction by

the parties involved in granting or denying credit.
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Thus, the problem to be solved in this doctoral research is to develop a pattern-

based algorithm for credit risk prediction, considering the imbalance of databases

and mixed data, which obtains as good results as the state-of-the-art but allows an

explanation of the prediction, since currently, the works in the literature on credit

risk prediction do not explain the prediction.

1.3 Research Questions

• How can patterns be identified in mixed and imbalanced datasets for credit

risk prediction?

• How can we extract a representative subset of credit risk prediction patterns?

• How can we build an efficient and explained algorithm for predicting credit

risk based on patterns?

• How can we explain the results of credit risk prediction?

1.4 Objetives

1.4.1 General objective

Develop an algorithm for credit risk prediction based on patterns that allow ex-

plaining its prediction results. The proposed algorithm should be superior in quality

of prediction compared to the state-of-the-art additionally, the proposed method

should explain the result in terms of the experts.

1.4.2 Specific objectives

1. Develop an algorithm for mining patterns to predict credit risk in mixed and

imbalanced databases.
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2. Develop a filtering algorithm for selecting only patterns appropriate for credit

risk prediction.

3. Develop a pattern-based algorithm for credit risk prediction that can explain

the prediction result, using the algorithms obtained from (1) and (2).

1.5 Expected Contributions

The main contributions expected at the end of this doctoral research are as follows:

1. A pattern mining algorithm for mixed and imbalanced data, based on patterns

for predicting credit risk.

2. An algorithm to select a subset of patterns suitable for predicting credit risk.

3. An algorithm for credit risk prediction, based on patterns, that explains its pre-

diction results and with comparative quality than state-of-the-art algorithms.

1.6 Methodology

The methodology proposed for reaching the objectives is the following:

I.- Review and critically analyze the related works reported in the literature. In

addition, to collect the most commonly used datasets for credit risk prediction.

Currently, we have collected databases from: from The UCI Machine Learning

Repository [6], Kaggle 2, a database from Esperanza Indigena Zapoteca (EIZ)

financial institution in Oaxaca, Mexico 3, as shown in Table 3.

II.- Develop an algorithm for mining patterns to predict credit risk in mixed and

imbalanced databases.
2https://www.kaggle.com/datasets
3http://www.cooperativaeiz.com/
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i.- Review and analysis of pattern mining algorithms on mixed and imbal-

anced datasets.

a.- From the algorithms used for pattern extraction [7, 8, 9, 10], we will

select the one that obtains the best performance measures using credit

risk prediction datasets.

b.- Compare balancing methods by evaluating their impact on pattern

extraction algorithms on mixed datasets. This evaluation will be done

regarding the number of patterns obtained, the quality of the patterns

(using the pattern quality measures) and the prediction of credit risk

prediction using quality measures such as accuracy, area under the

curve and others.

ii.- Based on the experience gained in i), propose a pattern mining algorithm

for credit risk prediction.

a.- Considering the pattern mining algorithm selected from the study

in (II.i.a). Analyze the extracted patterns to see how the balancing

methods impact the mined patterns.

b.- Analysis of how patterns are extracted.

• Consider pattern extraction in mixed and imbalanced datasets.

• Using scoring measures for instances and features, taking into

account, the imbalance for pattern extraction in the database.

c.- To develop a pattern mining algorithm for credit risk prediction.

• Consider non-numerical and numerical features for the supervised

pattern mining algorithm.

• Identifying feature value combinations common to defaulters and

non-defaulters to help mine patterns.

• Considering the imbalance of the dataset when mining patterns.

III.- To develop a filtering algorithm to select only patterns appropriate for credit
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risk prediction and to explain the result.

i.- A critical review of pattern filtering algorithms proposed in the literature.

It is essential to ensure that the selected patterns represent the minority

class, as this class includes defaulters.

ii.- Simplify redundant patterns.

a.- Explore how to filter patterns by class.

b.- Quality measures of patterns should be considered to obtain a repre-

sentative subset of patterns.

c.- Define a criterion of similarity and dissimilarity for the selected pat-

terns.

d.- Analyse the elimination of patterns that cover the same instances but

with a subset or superset of features.

e.- Analyse the elimination of patterns present in the two classes.

f.- Remove patterns in each class with the lowest frequency or quality

score and consider the opinion of a credit sector expert for removing

some patterns.

iii.- Evaluate the quality and relevance of the filtered patterns for credit risk

prediction. Compare the performance of the selected patterns for credit

risk prediction.

IV.- Develop a pattern-based algorithm for credit risk prediction that can explain

the prediction result.

i.- Development of a Pattern-based classifier for credit risk prediction.

a.- Review and analysis of supervised pattern-based classifiers.

b.- Patterns obtained by the algorithms proposed in points (II) and (III)

will be used for classification.
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c.- To classify new instances, consider, for example, the support and

quality of the patterns found for each class. Higher support or quality

indicates stronger membership of the new instance to that class.

ii.- Explanation of the prediction result.

a.- Find out from the experts the appropriate presentation of prediction

explanations.

b.- Define the elements of the patterns useful to explain the prediction.

c.- Define how to explain the prediction using patterns following the ex-

pert opinion to provide the reasons for a decision when evaluating a

credit application. The next aspects will be considered:

• Explain the prediction using several patterns.

• Sort patterns from largest to smallest by the support or quality

measure of the patterns that define the predicted class. Consider

the first k patterns to explain the prediction result.

• Analyze the common values of the patterns that define the class

of the new instance, then formulate explanations around these

recurring features.

V.- Evaluate the quality of the proposed pattern-based algorithm for credit risk

prediction.

i Development of an experimental platform for evaluating credit risk predic-

tion.

ii Evaluation of the proposed pattern-based algorithm for credit risk predic-

tion and comparison with the state-of-the-art for credit risk prediction.

i. Make a critical study of the measures used to evaluate the performance

of classifiers on problems with imbalanced classes. Select the most

appropriate.
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ii. Evaluate the performance of pattern-based classifiers when used for

credit risk prediction with and without applying balancing methods.

iii. To use databases commonly used for credit risk prediction obtained

from The UCI Machine Learning Repository, Kaggle, a database from

a financial institution in Oaxaca, Mexico 4.

iv. Comparison of the proposed credit risk prediction algorithm based on

the patterns obtained in [IV] with credit risk predictors of state of

the art on the prediction quality and explainability of the credit risk

prediction result.

1.7 Publications plan

The expected publications are outlined as follows:

International Journal of Applied Pattern Recognition (JCR journal)

• Objetive: Evaluate and compare the most commonly used oversampling and

instance selection methods and their combination to improve credit risk pre-

diction.

• Status: Submitted (under review)

• Submision date: 16 Dec 2024

Journal II

• Objetive: Publish a JCR paper presenting the preliminary results of an ex-

plainable pattern-based algorithm for credit risk prediction

• Estimated Submission Date: August 2025

4http://www.cooperativaeiz.com/
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• Options journals for submission:

– Finance Research Letters

– Journal of Risk and Financial Management

– Computational Economics

– Accounting and finance

– Empirical Economics

– Expert Systems with Applications

– Journal of Computational Science

Journal III

• Objetive: Publish a JCR reporting the final application of our proposed algo-

rithm for credit risk prediction.

• Estimated Submission Date: December 2026

• Options journals for submission:

– Finance Research Letters

– Journal of Risk and Financial Management

– Computational Economics

– Accounting and finance

– Empirical Economics

– Expert Systems with Applications

– Journal of Computational Science

14



1.8 Schedule

Table 1: Timetable of tasks to be carried out per four-month period.

Four-month period*

2024 2025 2026 2027 2028Activities

1 2 3 4 5 6 7 8 9 10 11 12 13

Review and critically analyze the related works reported in the literature ✓ ✓ ✓

Drafting the proposal. ✓ ✓ ✓

Evaluate the effect of balancing methods to extract patterns in problems

with imbalanced classes.

✓ ✓

Evaluate the effect of feature selection methods to extract patterns in

problems with imbalanced classes.

✓ ✓

Propose a pattern mining algorithm for credit risk prediction. ✓

How to extract patterns useful for credit risk with different data types

(numeric and non-numeric).

✓

Consider the frequency of occurrence of a pattern within a class. ✓

A critical review of pattern filtering algorithms proposed in the literature

for credit risk prediction and explainability of the result.

Measures of pattern filtering should be considered to obtain a represen-

tative subset of patterns.

Review and analysis of pattern-based classifiers. ✓

Develop a pattern-based algorithm for credit risk prediction that can

explain the prediction result.

✓

Define how to explain the prediction using patterns. ✓

Experimental comparison. Evaluate the quality of the results obtained.

Writing and submitting articles. ✓ ✓

Thesis document writing.

Submission of the thesis document to the advisors.

Submission of the thesis document to the committee.

Defence of the thesis.

* The four-month period will be [January - April], [May - August] and [September - December]. It will start from [January - April]

2024, the student’s admission to the doctoral schedule.
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2 Related work

Several works on credit risk prediction have been developed in the literature. Most

combine optimization algorithms with balancing and feature selection methods and

use supervised and unsupervised classifiers. In the works that use balancing methods

oversampling and undersampling, are commonly used. Oversampling methods add

instances to the minority class and the undersampling methods remove instances

from the majority class [11]. Once the balancing method is applied to the dataset,

a supervised classifier is employed to compute the prediction of unseen instances.

Oversampling methods as SMOTE [12], ADASYN [13], and ROS [14] has been

used [15, 16, 17, 18, 19, 20, 21]. SMOTE is one of the most commonly used and

best-performing oversampling methods for credit risk prediction. In addition, other

variants that use SMOTE as a basis for constructing a new oversampling method

and are evaluated for credit risk prediction [22, 23, 24, 25, 26, 27, 28, 29, 30].

Undersampling is used in several works [31, 32, 33]. Other undersampling

methods to predict credit risk include Edited Nearest Neighbours (ENN) [34] and

Instance Hardness Threshold (IHT) [35].

Credit risk prediction datasets may contain redundant or irrelevant features in

their descriptions. Feature selection (FS) is the process of reducing the feature set to

improve the performance of the classifier, either by maintaining or even improving

it compared to using the entire feature set. FS serves as a method to reduce the

dimensionality of the data, thereby facilitating visualization and understanding [36].

FS has been used for credit risk prediction in several works [37, 38, 39, 40,

41, 42]. FS method based on the Information Gain (IG) is used in [2, 43]. Other

authors [44, 45] use FS and Genetic Algorithm (GA)-based wrapper methods to iden-

tify the most relevant features. In [46], Random Forest (RF) is used as a method

for the FS. In [47] delete any features with a correlation above 0,7. Anticipation-
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based dimensionality reduction is applied to reduce the dimensionality of the data

and explained in [48]. In [49], clustering algorithms for credit risk prediction using

Multiple Correspondence Analysis (MCA) are proposed to analyze the relationships

between categorical features and facilitate data dimensionality reduction. In [50] the

Kaiser-Meyer-Olkin (KMO) statistic is used to compare simple and partial correla-

tion coefficients between features, to reduce dimensionality.

Balancing and FS methods are used individually to improve the performance

of classifiers for credit risk prediction. Therefore, some studies have considered using

balancing and FS methods together to obtain better performance when evaluating

classifiers [51, 52, 53, 54]. Furthermore, other authors initially perform feature se-

lection and then apply the balancing methods to the databases used for credit risk

prediction as [55, 56, 30, 57, 58, 59].

In [60], the authors employ principal component analysis (PCA) to reduce the

dimensionality of the dataset. In [61] Recursive Feature Elimination (RFE) is used

to recursively eliminate less important features in terms of their contribution to the

prediction of the target variable.

Other authors, such as [62] compared the performance of classifiers without ap-

plying any balancing or FS methods to the databases used for credit risk prediction.

Several authors also use genetic algorithms to optimize a classifier, a FS method, or

a balancing method for credit risk prediction [63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73,

74]. In addition, other work is focused on optimizing classifiers (without applying

any balancing or feature selection methods) to obtain the best training and a better

result in credit risk prediction. The application of genetic algorithms for the opti-

mization of classifiers [75, 76, 77], K-Fold CV [78], random search (RS) [79, 80], grid

search (GS) [61, 81], Bayesian hyper-parameter optimization [82], using stochastic

optimization [83] are used to obtain better performance.
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2.1 Patterns-based

This section outlines the works on credit risk prediction based on patterns. In [84],

a pattern is defined as a set of items that appear frequently in a database. However,

they are defined and used differently for credit risk prediction.

In [85], a pattern is defined as a recurring association observed in credit card

transactions associated with an increased probability of default. The authors propose

a new similarity measure between cluster instances, using k-means to find groups of

defaulters and useful features to identify defaulters. Patterns are manually extracted

from the clustering results for each feature by analysing the train set. However, they

aren’t used to predict credit risk. The classifiers Logistic Regression (LR), Decision

Trees (DT), Support Vector Machine (SVM) and Artificial Neural Networks (ANN)

are used to evaluate performance using Accuracy (ACC), Sensitivity, Specificity and

Area Under the Curve (AUC) for credit risk prediction.

In [86], a Multi-Objective Evolutionary Fuzzy algorithm based on rules is used

for credit risk prediction. Define the patterns found in the data after applying data

mining techniques to gain knowledge about the data. The algorithm identifies fuzzy

rules used for credit risk prediction, but these fuzzy rules do not explain the predic-

tion result clearly. This classifier performs better than J48, Random Tree, PART

and Näıve-Bayes (NB) Tree using ACC, Recall, Precision, and AUC as performance

measures.

In [87], it defines patterns as groups of data elements that have similarities

that are the basis for their clustering. The authors introduced a clustering algorithm

and a criterion to assess the quality of the cluster and determine the appropriate

number of clusters. This criterion is based on a modified solver for support vector

data description (SVDD) operating in Euclidean space. The centroids represent

the clusters, ensuring that instances within each cluster exhibit similarities; the

authors define these similarities obtained to the clusters as patterns. Metrics such

18



as the silhouette coefficient [88], the weighted q (WQ) and the Davies-Bouldin index

(BDI) [89] are used to evaluate the clustering results. Experiments showed that

the proposed algorithm accurately estimates the number of clusters and produces

compact clusters with highly similar data points.

In [90], a shapelet-based method is proposed to extract behavior patterns re-

lated to defaulted and non-defaulted loans, but it is not used to predict credit risk.

The features’ odds achieve the interpretation of the LogR classifier. The odds ra-

tio is used to evaluate the influence of the features on the output probability. The

Behavior2Shapelets method was compared to Linear Discriminant Analysis (LDA),

LR, SVM, ANN, DT, RF, eXtreme Gradient Boost (XGBoost), and Bagging classi-

fiers. It outperformed the other classifiers based on performance measures F1 score,

G mean, AUC, and Kolmogorov-Smirnov (KS), as presented in [91, 92].

2.2 Explainable

This subsection describes the works reported in the literature that explain the results

of credit risk prediction.

In [93] the authors describe how, in financial services, every decision must

be meaningful, with users needing to understand why an instance is classified as a

defaulter. While [94] consider AI models to be ’black boxes’ and thus they are not

well suited for financial systems and could create new difficulties for organizations

operating in the financial services industry, leading decision-makers to reject AI

systems.

The purpose of explainability is to provide the reasons behind the predic-

tion results of a classifier in human terms to reach a broader usefulness in prac-

tice [95]. Explainability is based on different eXplainable Artificial Intelligence

(XAI) tools for credit risk prediction. In particular, LIME [96] explains individ-
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ual predictions by approximating the black-box model with a linear model, An-

chors [97] provides high-precision human-interpretable rules (if-then conditions),

SHAP [98] assigns an importance value to each feature in a classifier, BEEF [99]

uses a probabilistic interpretation of the classifier’s predictions and LORE [100]

generates local explanations using decision rules that assign weights to each fea-

ture. These tools have been used to explain the results of credit risk prediction

[101, 102, 103, 104, 105, 106, 93, 107, 108, 109]. Still, they only calculate the contri-

bution of each feature to the prediction of a new instance. None of these tools used

pattern-based prediction and explanation.

In [110], the authors propose an approach to credit risk prediction using fuzzy

rule-based classifiers (FRBCs). These FRBCs are constructed using multi-objective

evolutionary optimization algorithms and consist of linguistic fuzzy classification

rules. These authors define interpretability as the capacity to produce a compact and

understandable explanation based on selecting the most important input features.

The authors used a measure of interpretability that depends on the average length

of the rules, the total number of features involved in each rule, and the total number

of fuzzy rules considered to predict the credit risk of a new instance. FRBC uses the

most important features to explain the prediction of the result of a new instance by

assigning a weight to each feature.

The authors of [111] propose to select features using the Weight of Evidence

(WOE) and the Information Value (IV) [112]. After, the tabular dataset (considering

only the selected features, where the columns represent the selected features and the

rows represent the bins obtained with WoE) is considered a greyscale image, enabling

the application of 2D CNNs for credit risk prediction. To explain this in human

terms, the authors use the result of applying WoE, where each bin corresponds to a

pixel and is related to the segmentation performed on the feature. These superpixels

represent the most important features for predicting a class in white. Explainability

is defined as the ratio of these superpixels between each feature and the segmentation
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obtained with WoE. However, this explanation is not clear to a non-expert in deep

learning, as they should understand the segmentation result of the WoE feature

selection method and how the transformation is performed on a greyscale image.

The authors of [113] combined a Light Gradient Boosting Machine (LightGBM)

as a classifier using SHAP to explain the prediction result. The features are dropped

based on a backward feature selection procedure. To explain the prediction result for

a new instance, the authors consider high feature values to contribute significantly

to the prediction, while low feature values are considered less important. For the

authors, these values are seen as the explanation of the prediction result, but can

also be interpreted as the importance of each feature in the prediction.

In [114], the authors present a new method called CreditNetXAI for predicting

credit card default using deep learning and explainable artificial intelligence (XAI)

tools. The authors employed explainability-related metrics such as fidelity, defined

as the mean of precision and recall; stability, where two classifiers trained on dif-

ferent datasets produce the same prediction; and consistency of feature importance,

using SHAP to generate feature importance for each prediction. To explain the pre-

diction of a new instance, the authors decided to provide explanations based on the

contribution of each feature.

In [115], the authors present a credit default prediction model using a multilayer

dynamic graph neural network. The prediction generates a probability of default for

each instance based on their features and the evolution of their relationships over

time. The authors have used the Shapley values and the features’ importance to

explain the classifiers’ prediction.
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2.3 Discussion

In this review of state-of-the-art credit risk prediction, many papers focus on selecting

relevant features and facing the imbalance problem using public and private datasets.

They show that balancing and selecting features allow for better performance for

credit risk prediction when evaluated by different classifiers used in the state-of-the-

art.

Table 2 summarizes the state-of-the-art algorithms, focusing exclusively on

pattern-based algorithms and those that address the explainability of credit risk

prediction. This table also includes the expected characteristics of the algorithm

that will be developed in this research, which is included in the last row of the table.

The first column presents the name of the algorithm and the reference; the second

column shows the name of the algorithm used on the predictions; the third column

shows the types of data used for the prediction; the fourth column shows whether it

uses a feature selection methods; the fifth column shows whether it uses a balancing

method; and the last column shows whether it explains the credit risk prediction.

Table 2: Comparison with previous work.

Published work Based on Preprocessing dataset Feature selection Balancing datasets Prediction explainability

Measure of similarity [85] Patterns Numerical Yes No No

Multi-Objective Evolutionary Fuzzy [86] Patterns Numerical No No No

SVDD [87] Patterns Numerical No No No

Behavior2Shapelets [90] Patterns Numerical Yes Yes No

FRBCs [110] Fuzzy rule-based classifiers Mixed No No No

WoE and IV using 2D CNNs [111] Deep Learning-Based Numerical Yes No No

LightGBM and SHAP [113] LightGBM classifier Numerical Yes No No

CreditNetXAI [114] Deep learning Numerical No No No

GAT-LSTM-ATT [115] LSTM Numerical No No No

Proposal Patterns Mixed No Yes Yes

Although Behavior2Shapelets [90] is based on behavior patterns, it only focuses

on the behavior of three features: verifying if ”Previous payment history” shows a

sudden decrease, ”Invoice statement amount” shows a steady increase, and ”Previ-

ous payment amount” shows no significant change. These three behaviors history
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constitute a pattern of the default behaviour, i.e. when instances show this behav-

ior, they have a higher probability of defaulting in the following month. However,

Behaviour2Shapelets only checks these patterns and does not search for others. In

contrast, in [85], they define behavioural patterns as the result of analysing the val-

ues taken by the features of the defaulters and non-defaulters within each cluster.

In [87], a pattern in the clusters refers to the similarity of the data structure within

the clusters. In [86], fuzzy rules are used as the patterns obtained in the training set,

but these patterns are only used for understanding the data and not for explaining

the predicted result of new instances. As observed, the four papers claim to use

patterns. However, these patterns are not employed in the prediction of credit risk

or for explaining the prediction result.

Although [111] discusses the explainability of the prediction, it is based on

images, making it difficult to determine which features are involved in evaluating

credit applications. In contrast, studies such as [110, 61, 86] demonstrate the po-

tential of fuzzy rules to predict credit risk. However, only [110] addresses prediction

explainability by assigning weights to fuzzy rules, those with higher weights form

the prediction of the result. In contrast, [61, 86] do not address the problem of

explaining prediction results.

Furthermore, [116, 107, 117] highlight the prevalence of LIME and SHAP as the

most commonly used tools to explain the results of credit risk prediction. Machine

learning is a significant advancement in credit risk prediction, improving real-time

prediction and processing, but also requiring good explanations of the results to

allow a fair and transparent application of classifiers.

As we can see, the reviewed algorithms do not provide a clear or easily un-

derstandable explanation of the results to those involved in credit risk prediction.

Moreover, although some claim to use patterns, they only analyze the values of the

features and the frequency of some values among the instances of defaulters and
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non-defaulters. Consequently, none of the reviewed works provide an understand-

able explanation of the prediction. Moreover, none of them use patterns to predict

and explain prediction results. Therefore, it is important to propose new algorithms

to solve these problems in the financial sector, particularly in credit risk prediction.
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3 Preliminary Results

In the literature, see Section 2, most credit risk prediction works do not explain the

prediction. Those that do often provide a global prediction explanation based on

feature weighting, but not for a specific prediction.

Since pattern-based classifiers have reported good results, they also benefit

from being explainable through their patterns. As a preliminary result, we propose

an explicable algorithm for credit risk prediction based on patterns. As a first

approach, we propose to address this in two stages. First, the credit risk prediction

will be based on patterns mined from defaulters and non-defaulters instances data.

Then, the prediction of a new instance will be explained based on the patterns

covering it so that the explanation will be fitted to the instance instead of a general

explanation as usual by the state-of-the-art works.

3.1 A new explainable algorithm for credit risk prediction based on

patterns

The proposed algorithm for credit risk prediction and explanation first applies a

pattern-based classifier for mixed and imbalanced data to make a prediction; and

then uses patterns to explain the prediction. As mentioned earlier, credit risk predic-

tion datasets are imbalanced. Thus, a previous balancing was performed. To define

which balancing method to apply, we evaluate different oversampling and undersam-

pling methods using traditional classifiers commonly used for credit risk prediction.

These experiments are shown in Section 3.2.1. For the prediction, we evaluated the

performance of several pattern-based classifiers on imbalanced and mixed datasets in

the context of credit risk prediction, to identify the best classifier. The experiments

for selecting the classifier used for prediction are shown in Section 3.2.2. It involves

training a classifier, based on patterns designed to handle imbalanced and mixed
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datasets and classify new instances as defaulters or non-defaulters.

In our proposal, we will use patterns to explain the prediction. However, the

number of patterns that can be mined using the entire dataset would be too high

to make clear explanations. Therefore, we propose to create clusters within each

class (for now we use K-modes [118, 119]; in the future, we will study the use of

other clustering algorithms that allow the use of mixed data), followed by a pattern

mining and filtering process applied separately to each cluster, to reduce the number

of patterns used in constructing an explanation for the prediction.

So, first, a new instance is predicted through the pattern-based classifier. To

explain the prediction, we determine which cluster in the class predicted is most

similar to the predicted instance, and the patterns of this cluster that cover the new

instance will be used to explain the prediction

Figure 1 shows the training process of the explainable algorithm we propose

as a preliminary result of this PhD research.

Figure 1: Proposed algorithm training

Figure 2 shows the process of prediction and explanation. The classifier pre-

dicts the new instance, and the similarity of the new instance to each centroid of

the identified clusters of the predicted class is determined. The k patterns extracted

from the most similar cluster that covers the new instance are used to explain the

prediction.
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Figure 2: Prediction and explanation of a new instance using our proposed algorithm.

3.2 Experiments

To evaluate our explainable algorithm for pattern-based credit risk prediction, we

first assessed the impact of different balancing methods on the dataset in Section

3.2.1, as described in Section 1.6, item II.i.b. This evaluation focused on mitigating

the class imbalance and selecting the best method to balance a dataset for credit

risk. In Section 3.2.2 we compared pattern-based classifiers to choose the most

suitable one for prediction. In Section 3.2.3, we evaluated the prediction quality of

our algorithm by comparing its results with state-of-the-art credit risk predictors.

Finally, in Section 3.2.4, we contrasted the pattern-based explanations generated by

our algorithm with the explanations of other credit risk predictors reported in the

literature.

3.2.1 Evaluation of balancing methods

The datasets associated with credit risk prediction are often imbalanced (as shown

in Table 3), thus, balancing and instance selection methods are used to balance the

datasets.
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Table 3: Description of the imbalanced and mixed datasets used to predict credit risk.

Dataset Instances Features Numerical/Categorical No-defaulter Defaulter IR Domain

German [120] 1,000 20 7/13 700 300 2.33 Public

Australia [121] 690 14 6/8 307 383 1.24 Public

Japan [122] 690 15 6/9 307 383 1.24 Public

Credit Card Econometrics [123] 1,319 11 7/4 1,023 296 3.45 Public

The Home Equity dataset [124] 5,960 12 10/2 4,771 1,189 4.01 Public

EIZ 5 5,510 22 13/9 2,295 3,215 1.40 Private

We compared state-of-the-art balancing and instance selection methods com-

monly employed in credit risk prediction to determine which method to use be-

fore applying our proposed algorithm. Figures 3, 4 and 5 show the results of

this comparison in terms of ACC, AUC, and type II error. The reported data

represent the average performance across all datasets evaluated with different clas-

sifiers. Based on these results, the balancing method achieved a similar average

ACC and AUC in this experiment, while SMOTENC [12] obtained the highest av-

erage ACC and AUC. Additional results for other quality measures are available at:

https://ccc.inaoep.mx/~ariel/riskPrediction/.

Figure 3: Accuracy of all the methods evaluated.
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Figure 4: AUC of all the methods evaluated.

Figure 5: Type II error of all the methods evaluated.

Regarding type II error (see Figure 5), the lowest error was obtained by ap-

plying the OMD oversampling method and the ENN instance selection method.
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3.2.2 Evaluation of pattern based classifiers on credit risk prediction

Several pattern-based classifiers have been proposed in the literature. Although these

algorithms are for imbalanced databases, they tend to produce results biased towards

the majority class when evaluated on credit risk prediction databases. Therefore,

we apply SMOTENC, the best balancing option according to the results shown in

Section 3.2.1.

This experiment aims to assess the performance of pattern-based algorithms

on credit risk databases. As it is common in the literature, ACC, AUC, Type

II error and 10-fold cross-validation were used in this experiment. Four pattern-

based classifiers were employed in the experimental process, PbC4cip [7], PbCA [8],

CSPmCASCP [10] and FT4cip [9]. These classifiers were used because they report

good results compared to other pattern-based classifiers.

To select the classifier to be used in our proposed algorithm, Friedman’s test

was used to compare the results, as suggested by [125], and allowed us to select the

classifier for our proposal. Post-hoc results are presented using Critical Difference

(CD) plots, which provide a concise visualization of the comparative performance

of the evaluated classifiers. In a CD plot, the classifier on the right is the best-

performing classifier. Figures 6, 7, and 8 show the ranking of the pattern-based

classifiers evaluated without applying the SMOTENC balancing method, using ACC,

AUC and Type II error as the performance measures on the datasets in Table 3.

Figure 6: CD diagram of the AUC of the evaluated pattern-based classifiers.
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Figure 7: CD diagram of the ACC of the evaluated pattern-based classifiers.

Figure 8: CD diagram of the Type II error of the evaluated pattern-based classifiers.

As it can be seen in Figures 6 and 7, although there is no statistical difference,

the algorithm with the highest rank is FT4cip, which is used in our proposed credit

risk prediction algorithm. Figure 8, the FT4cip and PbCA classifiers have the

highest error rates, indicating poorer performance in this context. In contrast, the

PbC4cip and CSPmCASCP classifiers had the lowest type II error; thus, PbC4cip

patterns will be used to explain the prediction in our proposal. On the other hand,

Figures 9, 10, and 11 show the performance of the classifiers with and without the

SMOTENC balancing method. Although these classifiers consider the imbalances of

the datasets, they perform better when the databases are balanced using performance

measures such as ACC, AUC and Type II error.
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Figure 9: CD diagram of the AUC of the evaluated pattern-based classifiers with and

without using SMOTENC.

Figure 10: CD diagram of the ACC of the evaluated pattern-based classifiers with and

without using SMOTENC.

As seen in Figures 9 and 10, balancing using the SMOTENC method with

the FT4cip classifier gives the best performance in terms of AUC and ACC. This

indicates that FT4cip has a good discriminative ability even without balancing, but

it can benefit from handling imbalanced datasets using SMOTENC.

Figure 11: CD diagram of the Type II error of the evaluated pattern-based classifiers with

and without using SMOTENC.
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Figure 11 shows that the two classifiers with the lowest error are PBC4cip and

FT4cip with SMOTENC, indicating that they are reliable and to reduce the type II

error in classifying defaulters and non-defaulters.

3.2.3 Evaluation of the proposed algorithm

To assess the prediction results of our proposed algorithm, we employed the datasets

shown in Table 3, which are commonly used in the literature for evaluating credit risk

prediction. The quality prediction was evaluated using the ACC, AUC, and Type II

error, the quality measures most used in the literature for credit risk prediction.

The prediction results of our proposed algorithm were compared against a DT,

SVM, RL, XGBoost, ANN, RF, Fuzzy [86] and CNNs [111], all of them widely

used for credit risk prediction reported in the literature. The average results for

all datasets are shown in Table 4. This table shows a comparative analysis of the

performance of various state-of-the-art classifiers, including the proposed algorithm,

using ACC, AUC and Type II error as quality measures. The process has been

carried out under the same considerations as the reported works. Meanwhile, [86]

and [111] were implemented according to the paper’s authors.
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Table 4: Proposed algorithm in comparison with the state of the art.

State of the art Accuracy AUC Type II error

Fuzzy [86] 0.7849 0.7582 0.3462

CNNs [111] 0.8536 0.8468 0.1967

DT [15, 53] 0.8342 0.8405 0.1722

ANN [21, 68, 126, 127] 0.8206 0.8751 0.0716

SVM [56, 30, 127] 0.8662 0.8601 0.1328

RL [56, 43, 127] 0.8566 0.8496 0.1501

XGBoost [2, 20, 68, 127] 0.8690 0.8752 0.1061

RF [2, 128, 129, 43, 130] 0.8833 0.8912 0.1067

Our proposal 0.8739 0.8364 0.2170

Table 4 shows that the classifiers RF (0.8833) and our proposal (0.8739) have

the higher ACC. According to AUC, RF (0.8912) is the best in this metric. The

proposed algorithm (0.8364) has a lower AUC and a higher type II error. On the

other hand, ANN has the lowest type II error, meaning that it misclassifies a few

defaulters as non-defaulters.

3.2.4 Contrasting explanations

To explain the prediction of our proposal, we use patterns as combinations of values

that appear often in the data. This approach makes the prediction results easily

understandable for experts, customers, and regulatory entities.

For example, in the German dataset, our proposed algorithm identifies the fol-

lowing instances as belonging to cluster number 2: [A11, 36, A32, A42, 3959, A61,

A71, 4, A93, A101, 3, A122, 30, A143, A152, 1, A174, 1, A192, A201]; provides the

following three patterns (P1, P2, and P3) to explain the prediction as a defaulter. See
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the repository for more database details, such as descriptions of features and addi-

tional experiments https://mega.nz/folder/1plFAQzR#SlPiHGDHSkXffskEVwcahw.

• P1 = historical credits ! = A34 AND credit amount <= 7,824.00 AND duration

> 28.00 AND interest rate > 2.00 AND number of loans <= 1.00

• P2 = historical credits ! = A34 AND employment ! = A75 AND duration >

28.00 AND account status = A11

• P3 = credit amount <= 7,824.00 AND historical credits ! = A34 AND age <=

36.000 AND duration > 33.00 AND gender and marital status = A93 AND

account status = A11

Considering the pattern with the highest support we can build an explanation

of the prediction based on this pattern as follows:

• Given the pattern P1 = historical credits ! = A34 AND credit amount <=

7,824.00 AND duration > 28.00 AND interest rate > 2.00 AND number of

loans <= 1.00

• The explanation would be as follows: The algorithm has classified the instance

as a ’Defaulter’ because the person has a credit history other than A34; the

amount requested is less than or equal to $7,824.00; the term is greater than

28 months; the credit has an interest rate greater than 2; and the person has

one active credit with the institution.

As shown, patterns can be used to build a specific explanation for new in-

stances, providing interpretable explanations for the specific prediction. Using pat-

terns to explain predictions allows more specific and easy-to-understand explanations

for end users. On the other hand, SHAP and LIME help to understand the internal

behaviour of classifiers in determining the weighting of features. However, they do
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not help explain a decision for customers, as credit institutions must explain their

decisions to their customers.

In contrast, tools such as SHAP and LIME focus on explaining the relative

importance of individual features (see Figures 12 and 13), providing information on

which features contribute most to the prediction of each class. The explanations for

these tools can be difficult to understand for non-technical audiences. Furthermore,

they describe the importance of features at the class level but do not explain a

particular decision.

(a) Defaulter values (b) Non-defaulter values

Figure 12: Explanation of prediction by feature weighting using LIME.

(a) Defaulter values (b) Non-defaulter values

Figure 13: Explanation of prediction by feature weighting using SHAP.

The LIME and SHAP tools provide valuable information about the contribu-
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tion of each feature to the classifier predictions. By assigning interpretable weights

to each feature, they help to identify the most influential features in the classifier pre-

diction. Therefore, these tools analyze the contributions of the features and generate

a vector of weights in the form of an explanation.
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4 Final Remarks

In this proposal, our objective is to develop a pattern-based credit risk prediction

algorithm that can explain its predictions. We propose a first explainable credit

risk prediction algorithm as a preliminary result. Experimental results show that

the proposed algorithm is similar in prediction quality compared to current state-

of-the-art credit risk predictors. Moreover, as we have shown, our proposal provides

an interpretable explanation for specific predictions. These results motivate and

demonstrate that achieving the proposed objectives of this PhD research is feasible

in the times expected by the Coordination of Computer Science.
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