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Abstract

Currently, millions of people around the world are affected by different mental disorders that
interfere in their thinking and behavior, damaging their daily life. Timely detection of mental
disorders is important to help people before the illness gets worse, minimizing disabilities and
returning them to their normal life. The stigma related to mental disorders creates barriers to
improve the resources that help the detection of these problems.

The most popular way for people to share information is using social media platforms, and peo-
ple tend to share topics related to work issues and personal matters. People with mental disorders
tend to share more about their concerns looking for some advice, support or just because they want
to relieve suffering. This creates an excellent opportunity to automatically detect users that have a
mental disorder and refer them as soon as possible to seek professional help.

In this work to detect mental disorders in social media, we propose: 1) different representations
from the information shared by the users. For example, semantic or topic information, phonetic
or writing style, and emotion information. 2) A model that automatically creates a representation
combining the previous representations. With these, the model can learn to represent social media
documents (a.k.a. posts) by using the combination of these different types of information. The
generated representations (individual and combined) will be evaluated in different tasks related to
mental disorders, for example, depression detection, anorexia detection and post-traumatic stress
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disorder (PTSD). Learning to automatically combine these different types of information, creating
a new representation of the social media documents, could improve the results for detecting mental
disorders in comparison with state of the art approaches.

As preliminary results; we design a new representation considering emotions as information
called Bag of Sub-Emotion(BoSE), which represents social media documents by a set of fine-
grained emotions automatically generated using a lexical resource of emotions and sub-word em-
beddings. We evaluated this first representation in depression and anorexia detection. The results
are encouraging; the usage of fine-grained emotions improved the results from traditional repre-
sentations and a representation based on the core emotions and obtained competitive results in
comparison to state of the art approaches. We also present results from a representation inspired
by the emotional changes of a user, this representation combined with BoSE obtain better results
than using them separately.
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1 Introduction
Common mental disorders such as depression, anorexia, dementia, post-traumatic stress disor-

der (PTSD) or schizophrenia affect millions of people around the world [20, 21]. Most people
believe that mental disorders are not usual or happen to other people, that have specific personal
damage. When in fact, mental disorders are prevalent and familiar. Many families think they are
not prepared to face the fact that some loved one has a mental problem. The idea of having a
mental disorder cause emotionally and physically damaged that could make people feel fear for
the idea of being vulnerable to criticism, judgment or wrong opinions.

A mental disorder is a disease that causes different disturbances in the thinking and behavior in
the affected person. The disturbances could vary from mild to severe, where it could result in an
inability to live ordinary demands or routines in daily life. The mental problem may be related to a
particular event that generated excessive stress on the person or a series of different stressful events.
One or a combination of different factors like environmental stress, genetic factors, different hard
life situations, could be the cause that affects people.

The National Institute of Mental Health made a study where they found that young people are
more affected by one mental disorder [7]. This study found that one of every five young people are
affected by at least one mental disorder. The researchers of this study also found that the percentage
of someone that is suffering from a mental disorder is higher than other frequent primary physical
conditions, such as diabetes or asthma. In another study made by the Canadian Association of
College and University Student Services (CACUSS), found that the number of students reporting
being in anguish is increasing in comparison with previous years [8]. The study also found that one
of five students have depression and feel anxious, or are dealing with other mental disorder. The
students also claim their health was bad or sick, and the 13% had considered suicide at least once.
This presents an alarming rise in mental disorders, and the numbers of suicide are increasing. It
is imperative then, to create useful approaches that are capable of detecting these mental disorders
before they cause irreparable damage to many people that suffer these problems and the people
that surround them.

In 2018 a study of mental disorders in Mexico reveals that 17% of people in the country have
at least one mental disorder and one in four will suffer a mental disorder at least once in their life
[69]. Nowadays, of the people that are affected only one in five get treatment. Mental disorders
increase in countries that have gone through phenomena of generalized violence or natural disas-
ters, such as Mexico with the war against drug dealers. There are thousands of people that are
direct or indirect victims, whose mental health requires appropriate and effective attention. Of the
health budget in Mexico, only about 2% is destinated to mental health, when the World Health
Organization, recommends 5 to 10%. Besides, 80% of the spending on mental health is used to
maintain psychiatric hospitals instead of detection, prevention, and rehabilitation.

In a developed world, for many people the majority of their social life does not take place in their
surroundings or immediate environment, but in reality, it takes place in a virtual world created by
social media platforms like Facebook, Twitter, Reddit, or another similar platform. Social media
has become a vital link for many people that live far from their loved ones like family and friends.
However, psychologists express concern and have started research that suggests that the usage of
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social media has increased in fact that people feel lonelier, insecure and isolated than before using
it, rather than increasing the connection with the people they love or care. Independently of the
pros or cons that social media have, it is improbable that they are going to disappear any time soon.
This presents an opportunity, to understand different mental disorders through the analysis of their
social media documents and increases the chances to detect people that present signs of mental
disorders and help them to guide or provide them to professional help as soon as possible [10, 9].

In posts that are shared by the users, different properties or channels from their texts could
be analyzed, providing useful information to detect if some of them present signs of a mental
disorder. For example, the emotions expressed in the posts, the style of writing, or the kind of
topics discussed presented in the posts. This different information in texts could help to represent
the information that users shared.

For this work, we proposed three main contributions: 1) new approaches to model different chan-
nels, using the information shared by users in their social media platforms, for example, new repre-
sentations of emotions, style or topics. 2) The creation of a multichannel representation combining
the previous channels. A model learns to automatically represent social media documents, using
different channels. 3) The incorporation of sequential information to represent the documents.
Multimodal representations inspire these contributions, where it is very important to discover the
relationship between different modalities (text, images, voice, etc.). The proposed contributions
will be evaluated in depression detection, anorexia detection, and post-traumatic stress disorder
(PTSD) detection, three of the most common mental disorders with access to databases.

The remainder document organized the content as follows: Section 2 introduces a brief dis-
cussion about the related work to mental disorders. Section 3 presents the research proposal that
includes the problem statement, hypothesis, research questions, objectives, and expected contribu-
tions. Section 4 contains the Methodology to accomplish the objectives and contributions that Sec-
tion 3 proposes. Section 5 adds a Gantt Diagram with the work schedule to illustrate the different
steps to finish the dissertation. Section 6 includes the preliminary work to support this dissertation
proposal. Section 7 and 8 present the conclusions and published papers from this work. Finally,
Section 9 presents and describes in detail the background with the core concepts and techniques
needed for this dissertation.

2 Related Work
This section presents an analysis of the previous related work, different approaches, and tech-

niques for the detection of different mental disorders using social media. This section is focused
on works related to the areas of depression detection, anorexia detection and Post Traumatic Stress
Disorder (PTSD). There are related works of the features and predictors they implemented.

2.1 Depression detection in social media

Depression is one type of mental disorder that have an increasing number of studies that focus on
automatically detect high scores of depression in a user. To accomplish this detection, automated
analysis of social media is made using predictive models that use features or variables that are
extracted from the data post from the users in their social media accounts.

6



For example, one of the most commonly used features are the frequencies of each word that are
encoded to create a users’ language [33, 34, 35, 36, 37, 38, 39, 40]. In this approach each word or
pairs of words frequencies are used as features, the main idea is to considered sequences of words
to build a rule-based approach, but it was found that is harder to distinguish between people with
depression vs people without depression, suggesting an overlap in the language associated.

Other works focus on the usage of a Linguistic Inquiry and Word Count [32], a program to
extract basic counts/ratios. It contains different dictionaries for languages such as English, Span-
ish, German, Italian and Dutch. With this program it could extract the different word in psycho-
logically meaningful categories like social relationships, thinking styles or individual differences
[33, 34, 35, 36, 37, 38, 41, 42, 43], their used this dictionaries to characterize differences between
mental disorders conditions and perform some success in the detection. Authors also proposed
other dictionaries or lexicons related to depression, for example, in [19] the authors proposed a
method to exploit a micro-blog platform for detecting psychological pressures from teenagers.
They construct a stress-related lexicon and provide two methods to aggregate tweets in time series
to get an overview of teenager’s stress fluctuation and variation over time.

Other type of traditional feature is the extraction of a sentiment analysis in the post [34, 36, 37,
39, 41, 42, 43], a features that determines if a post has a positive, negative or neutral emotional
charge, with this features their model the general sentiment that a user express in their post, getting
some interesting results when a user tend to express a lot of negativity but did not perform well
when users without depression tend to express also in a negative way. For example in [17], the
authors worked in a model to predict depression of different users from a Chine social media.
Their proposed a method that combines: 1) a sentiment analysis to calculate the polarity of the
tweets considering the structure of the sentences, and 2) 10 features derived from psychological
research like the usage of first-person pronouns, user interaction with others, user behaviors in the
microblog, etc. Then they combine the features and used 3 different classifiers(nb, treeJ48 and
rules decision table).

Another common feature extractor is the analysis of topics used in the post [33, 34, 37], where
the idea is to understand the themes or subjects that users with depression tend to share in their
social media platforms. The extraction of meta-data like the average of the length of the vocabulary,
the number of words by post, the total number of words, are another kind of common features that
are extracted for the analysis of the users [34, 36, 39, 41, 42, 43]. Other kinds of features such
as the user activity in the social media are common of extract [34, 36, 37, 41, 42, 43]: such as
the post by an hour in a day, the hour they post, mention of other users, friend, followers. This
kind of features helps to enrich the information of the users and helps to improve the detection of
depression. In [18] the authors proposed a suicidal detection over Sina Weibo, a Chinese social
media. They used linguistic features from HowNet a lexicon used for sentiment analysis. They
analyze the polarity of the words or phrases posted by the users to use it as features. They find the
usage of temporal features could be useful. They made an analysis of preferences of people with
high-risk suicide like time of the posts, originality in the posts and self mention.
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2.2 Anorexia detection in social media

Anorexia is the most common Eating Disorder (ED) that is related to a mental disorder. It con-
sists of abnormal attitudes towards food and an unusual habit of eating, where generally someone
that suffers from anorexia restricts what they eat to maintain low weight or lose more weight. Most
of the previous studies focus on identified anorexia using user-generated content from their social
media platforms to generate features. Some of the most common are: the analysis of syntactic and
semantic content in the posts [44, 45, 46, 47, 48], this approaches divided a sentence analyzing the
structure and meaning a linguistic level.

Other traditional feature, is the usage of sentiment analysis to analyze the emotional character-
istics for every person [47, 49], similar to depression, this approach search for a relation in the
sentiments that are posted by users that presents signs of anorexia.

Another common feature is the extracting using words or dictionaries that are related to the topic
of anorexia [47]. Recently some works had explored the usage of Deep Learning techniques, and
getting competitive results [44, 48, 50]. The combination of these different approaches performs
better than used them separately, each kind of feature enriches the representation giving important
information for the detection of anorexia. For example, the combination of models that employ
user-level linguistic metadata, frequencies of words, neural word embeddings and a convolutional
neural network, gets the best result for the detection of anorexia in [2].

2.3 Post-traumatic stress disorder detection in social media

Post-traumatic stress disorder (PTSD) is a mental disorder that is caused when a person ex-
periences a terrifying event, either experiencing it or witnessing something. People who suffer
traumatic events tend to have difficulties in adjusting in society, but with time they can get better.
PTSD is not as popular to study as depression or eating disorders. Some works focus more on the
semantic and syntax analysis [14, 15, 16]. For example, in [14] the author examined a range of
supervised topic models to find groups of words with differentiate between each class, and then
calculate topics over the posts. In [15], they examined inferring topics automatically, combined
with unigram words. Other works focus on the usage of LIWC to extract basic counts and ratios
[13].

The results suggest an open room for future improvement and work, the task is not solved yet.
The techniques that were employed provide insights from the PTSD problem and the opportunity
for a new direction for mental health research.

2.4 Evaluation Forums for Mental Disorders

CLEF eRisk: Early risk prediction on the internet1. eRisk is a workshop that explores
issues related to the evaluation of methodologies and practical applications of topics related to
health and safety for early risk detection on the internet. Their main goal is to pioneer in a new
interdisciplinary research area that focuses on early alerts that could be sent when, for example,

1https://early.irlab.org/
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people with suicidal inclination or people susceptible to depression or other mental disorders start
to interact in social networks, forums or blogs. Early detection technologies have the potential to
be applicable to a wide variety of areas, especially those related to health and safety [1].

CLPSYCH: Computational Linguistics and Clinical Psychology Workshop2. CLPsych is
a workshop that introduces a union between clinical psychology and natural language processing
for mental health. Their goal is to bring together scientists and clinicians interested in improving
mental health through language understanding. CLPsych focus on an interdisciplinary audience
where they share their findings and methods to improve assessment of mental health care.

3 Research Proposal
This section presents in detail the research proposal. In the first part we present the problem

statement, then a description of Multichannel Learning, the next part present the research ques-
tions, then the objectives, the hypothesis and in the final part the expected contributions of the
research.

3.1 Problem Statement

Previous studies that focus on the detection of mental disorders like depression, anorexia or
PTSD suggest that these symptoms are detectable on online environments. Most of the works focus
on the usage of dictionaries related to the topics, sentiment analysis looking for the polarity of the
post or counting the frequency of the words and then combine the information using generally a
simple concatenation. The performance is still modest, suggesting the challenging of the problem.
This presents an opportunity for exploration and analysis of new techniques to extract types of
information from the user’s posts and create a model that learns to automatically combine these
channels of information that could better represent the posts and improve the detection of signs
and symptoms of different mental disorders. On the other hand, the nature of the social media
platforms is dynamic, where the information is constantly increasing in sequence order, a study
and analysis of the sequentiality presented could also help to improve the results of detection.

3.2 MultiChannel Learning

In the real world, the information usually is presented in different modalities that help to learn a
new combined representation [63]. For example, images that are associated with text that describes
it or videos that contains audio, images and text (subtitles). Sometimes available datasets only
contain one of these modalities and a multichannel learning inspired in the multimodal learning is
possible.

For this work, a channel is defined as a different property or view from the same modality,
for example, in [56] they divided the 3D skeleton sequences in different channels and then learn
to combine the information of the channels. For this work we use the text modality and some
examples of channel could be the semantic aspects that are contained, the phonetics that are used,

2http://clpsych.org/
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the emotions presented or the style of the author for writing or expressing. Multichannel Learning
creates a representation that combines two or more of these channels, discovering the relationship
between different channels. This learning is a good representation of the joint of different channels.

Figure 1 shows the process of extracting the different types of information (channels) from the
documents, and then, a model that learns how to automatically combine the channels in a single
representation.

Figure 1. Multichannel Representation, extracting different types of information from the same
modality and then a model that automatically learns how to combine it.

3.3 Hypothesis

People that present some mental disorder tend to express differently than healthy people; their
topics of interests, writing style, relation with others and even their activity hours had different
behavior. The hypothesis is that learning to combine different channels of information, could give
a broader view that helps to detect signs of mental disorders and obtain better classification results
that using single information.
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3.4 Research Questions

Due the increasing popularity of social media platforms, the opportunity of detecting mental
disorders have increased through the analysis of linguistic styles, thematic content, emotions and
other activity traces of different users (e.g., Facebook, Twitter, Reddit, etc.). The information
shared by users in social media (a.k.a. posts) seen in different new channels, could be useful for
the detection of mental disorders and creates the following questions:

1. Which information presented in the posts of the users could be helpful to detect that a user
has a mental disorder problem?
In a post, it can be analyzed different kinds of views from the same source (e.g., semantic
aspects, style, emotions) and combine them to get more information of the users and create
a profile that determinate if they have a problem.

2. How to automatically combine the data presented in the posts to improve the representation
for the detection of mental disorders?
Different views of the information could give us a full look of the data, but this does not
mean that all information provides the same value for the detection. Looking for a way to
automatically combine each information channel could improve the detection in users that
have these mental disorders.

3. How relevant is the temporality or sequentiality of information presented in the user’s posts?
Users that present mental disorders have more unstable behaviors, and using the temporal
information to capture these changes through the time in the post could help to improve the
representation of the information.

3.5 Main Objective

Design a method applying traditional NLP techniques combined with deep learning techniques
to automatically learn a Multichannel representation using the information generated by the users
in social media platforms. Then use this representation for the detection of mental disorders and
improve the results obtained by traditional and state of the art approaches.

3.6 Specific Objectives

1. Design methods that learn new representations of the different channels in the post history
of the users: the context, the style of the author, the emotions used and phonetic information,
that improves the representation of the users for the detection of mental disorders.

2. Design a model that automatically combines the different information channels and focuses
on the critical parts of the data for the detection creating a new representation.

3. Develop a method to incorporate the importance of temporal information presented in the
sequences of the posts.

4. Evaluate the utility of our proposed method in different tasks related to mental disorders.
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3.7 Expected Contributions

Through this doctoral research are expected to obtain the following contributions, where the first
and second contribution are the most important:

1. Different methods that use different views of the information to create separate channels that
are available in the post history of the users and evaluate each of these channels to identify
if a user has a mental disorder.

2. A representation of a user’s profile that was learned automatically by a model combining the
information of different channels, that improves the detection of a mental disorder.

3. A method that takes advantage of the existing sequentiality in the texts to enrich the repre-
sentation.

4. A detailed study of the utility of using different channels to detect mental disorders in users
of social media.

4 Methodology
This section presents in detail the methodology to reach the proposed objectives. The proposed

methodology consists of four stages, where stage 2, 3 and 4 have the major contributions of the
dissertation proposal. Section 9 contains some concepts related to the techniques in this section.

1. Identify and Obtaining datasets related to mental disorders. We plan to obtain datasets
like depression detection, anorexia detection, PTSD detection. The purpose is to find differ-
ent datasets collection that is related to the detection of conditions that affect the thinking,
feeling, mood, and behavior of people using their post history. These conditions can affect
the ability to relate to others and function each day. The following part presents some of the
criteria to guided the selection of these datasets collections.

(a) Social Media Platforms: Identified datasets where the post of the users are using a
Social Media Platform like Facebook, Twitter, Reddit, etc.

(b) Mental Disorder related: Obtain datasets related to the detection of mental disorders,
either between users without a mental disorder or users with different types of mental
disorders.

2. Develop methods that extract information in different channels. In this step, it is nec-
essary the analysis of different kinds of information presented in the posts to extract and
create separate channels. There exist different information depending on the complexity of
the desired process, for example, if it is wanted to study the internal structure of words and a
core part of linguistic, the description of how words are grouped and connected to each other
in a sentence, the understanding of the meaning of words or complex tasks. Some possible
channels could be:
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(a) Emotion Channel: Design a method that creates a representation of different emotions
presented in the text that help to detect people with a mental disorder problem. Most of
the works focus in the extraction of positive and negative sentiments. The analysis of
emotion-related expression could be important to reveal symptoms or insights of peo-
ple that have some psychological distress state. Emotions have been widely studied in
different research areas like psychology and neuroscience because they are an impor-
tant part of human nature [4]. Some psychological studies found a correlation between
mental disorders and emotions and have been explored using social media platforms
[5].

(b) Semantic Channel: Design a method that is based on the semantic analysis to create a
representation that could capture the connections between understanding and relation
of words. Semantic Analysis provides the meaning of words and also their relationship
with other words. To create a good semantic analysis of the data, it is important to
know the context of the surrounding words, phrases, and objects, to extract the relevant
parts and compare them to deepen the understanding of the content [51].
Some popular techniques to obtain this analysis are: the usage of Latent Semantic
Analysis (LSA) [52] to extract relationships between a set of documents and the terms
that are contained to produce a set of concepts related to terms and documents. Another
popular technique is the usage of Ontologies to extract structure information from the
unstructured data.

(c) Style Channel: We plan to design a method that creates a style representation of the
user, for example, the usage of passive voice, questions, and personal expressions help
to identify the usage of formal language, understanding the readability and connection
between the expressions used in their posts. The usage of style analysis could give hints
for identification and verification of users in social media and help to categorize their
posts finding similarities between the people that could have a mental disorder [53].

(d) Phonetic Channel: Similar to the style channel, create a representation using the prop-
erties of the sound of the words and create relations between ”slang” and common
words. In social media due to the way of people writing more informally, they tend to
change the words to adjust it in how they speak, this creates a lot of vocabulary that
normally is harder to process.
Phonetic analysis is related to how the sounds of the words are produced when some-
one speaks. It has different ways of study the sounds, for example, using the acoustic
phonetics that deals with the waves of sound that a human-produced, the auditory pho-
netics that concentrate on how the brain and ear process the sounds, the articulatory
phonetics that study the movement of various parts of the vocal tract when someone
speaks [54].

3. Develop a model to create a representation that combines the different channels auto-
matically. This step involves the development of a model that automatically combines the
different channels obtained in the step before, and creates a new representation. For exam-
ple, traditional algorithms based on concatenation of the features or ensemble of classifiers
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tend to learn some of the hierarchical structure of the information but did not capture well the
relationship between the different kind of features. To overcome this problem using models
inspired in Deep Neural Networks that learn to combine and or give importance to a different
type of information. A comparison between traditional and Deep Networks for combining
information is needed to determine the relation of the various channels, some examples of
these are:

(a) Early Fusion: Develop a method to early fusion the information of different channels.
The information from the different channels is taken as one vector, and then using a
classifier to learn this representation [55].

(b) Late Fusion: In this part each group of features are represented as a vector, and are
used to train an ensemble of classifiers, where the obtained results are weighted and
mixed [55].

(c) Autoencoder: Design a model inspired in an encoder to combine the different chan-
nels and compress into a short representation, then use the decoder to transform this
representation in the desired output.

(d) Attention Models: Develop a model with the attention mechanism that could learn the
important features of the different channels, extracting the most important parts from
the channel combined or learn from each one the relevant information. A big advantage
of attention is that it gives us the ability to interpret and visualize what the model is
doing for an easier analysis of the results.

(e) Transformers: Similar to the previous part (attention models), using a model inspired
in a Transformer to extract the most important parts of the features from each channel
to generate a new representation of the data.

4. Design an approach that effectively incorporates sequential information in the repre-
sentation. Due to the nature of the information that is created involving the sequencing of
actions, where a user writes a post one after another. In this step of the work is proposed
analysis and exploration of the usage of the sequentially presented in the user’s posts. For
example, hand-crafted temporal features and deep learning models like Recurrent Neural
Networks that take time and sequence into account. This type of artificial neural network
is designed to recognize patterns in sequences of data, and are often used in text analysis,
spoken word, numerical time series or handwriting. There are different types of Recurrent
Neural networks that can be used to analyze the sequences of the posts, some examples:

(a) Hand crafted Features: Design a method that extract the temporal information like
statistical features like mean, standard deviation or variance, that could help to analyze
the information as a signal made of features.

(b) Recurrent Neural Network: Design a method inspired in Recurrent networks. RNN
take as their input, not just the current input example they see, but also what they have
received previously. With this process, the network creates a memory of what they
previously learn and it finds correlations between events separated by many moments.
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(c) Long Short-Term Memory Units (LSTMs): Similar as the previous part, design a method
that use a LSTM. This neural network is a variation of recurrent networks, that contains
information outside the normal flow in a gated cell. This information can be stored in,
written to, or read from a cell. The cell decides what store and what forget, this allows
bigger retention of information than normal recurrent networks.

(d) Gated Recurrent Unit (GRU): Design a method that use a GRU to incorporate temporal
information. This network is a variation of an LSTM without an output gate, this cell
fully writes the contents from its memory at each time step to the larger net.

5 Work Schedule
This section presents in Figure 2 a general work schedule for the next three years, and it includes

the most relevant activities that are planned.

Figure 2. Work Schedule for the completed and pending activities divided by bimester.
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6 Preliminary Work
This section presents the preliminary work that has been done that supports our hypothesis and

research proposal. The following points are a resume of the preliminary work:

1. Identify and Obtaining first datasets (part of the first step in the methodology). For this step,
we obtained datasets from eRisk evaluation task.

2. Our first experimental approach consists of the usage of the emotions channel (part of the
second step in the methodology); we proposed a new representation called Bag of Sub-
Emotions (BoSE). This channel represents social media documents using a set of fine-
grained emotions that are automatically generated using lexical resources based on emotions
and sub-word embeddings. To evaluate this representation, we used two different tasks: de-
pression and anorexia detection. The results are promising; the usage of these fine-grained
emotions improved the results from a representation based on traditional methods and based
on the core emotions. The results obtained are also competitive in comparison to state of the
art approaches.

3. Temporal analysis for the emotion channel (part of the fourth step in the methodology). A
first exploration of the temporal information that is presented in the emotion channel. For
this experiment we explore the usage of handcrafted temporal features.

4. An early and late fusion of the temporal features with the original BoSE (part of the third
step in the methodology). A first exploration in combining different information from the
same channel. This approach obtains a little increase in the results that using the information
separated.

6.1 Identify and Obtaining first datasets for Depression and Anorexia detection

Our first step was to evaluate our approach to the tasks of depression and anorexia detection.
For this, we obtained the datasets from eRisk 2017 and 2018 evaluation tasks [1, 2].

These datasets contain Reddit posts for several users. The users who explicitly mentioned that
were diagnosed with depression and anorexia were automatically labeled as positive, the rest of
them were labeled as negative. Table 1 shows some numbers from these datasets.

6.2 A new representation for the Emotion Channel

Figure 3 describes the first approach using the emotion channel. It has two general steps: in the
first step, it used a lexical resource described in [66] and compute a set of fine-grained emotions
for each broad emotion presented. In the second step, it uses the generated fine-grained emotions
to mask the texts and then represent them using a histogram of their frequencies. This new repre-
sentation is named BoSE (Bag of Sub-Emotions). In the next subsections, it further explains these
two main steps.
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Data set Training Test
NC C NC C

dep eRisk’17 83 403 52 349
dep eRisk’18 135 752 79 741
anor eRisk’18 20 132 41 279

Table 1. Mental dissorders datasets used for experimentation. Each dataset have two classes
(No Control (have mental disorder) = NC, Control (do not have mental disorder) = C).

6.2.1 Generating Fine-Grained Emotions

To generate these fine-grained emotions, first we use a lexical resource based on eight emotions
[57] and two sentiments3; Anger, Anticipation, Disgust, Fear, Happiness, Sadness, Surprise, Trust,
Positive and Negative.

These emotions are represent in a formal way as E = {E1, E2, ..., E10}, where E is the set
of emotions presented in the lexical resources and Ei = {w1, .., wn} is the set of words that are
associated to the emotion Ei.

Then, we computed a word vector for each word using a pre-trained sub-word embedding of
size 300 from FastText [58]. These vectors were pre-trained using Wikipedia. After the vectors
are computed, we create subgroups of words by emotion using the Affinity Propagation clustering
algorithm [59]. This algorithm chooses the number of clusters based on the data provided, does not
employ artificial elements to create the clusters. Table 2 presents the length of the vocabulary for
each emotion in the lexical resource and the number of clusters created using Affinity Propagation.

After this process, we have a set of fine-grained emotions that represent each broad emotion as
Ei = {Fi1, ..., Fij}, where each Fij is a subset of the words that were computed from Ei and is
represented by the average vector of their respective embeddings.

Creating these subgroups of words allows to separate each broad emotion by topics, these topics
help to identify and capture more specific emotions used or expressed by the user in their posts.

Figure 4 presents some examples of groups of fine-grained emotions that were automatically
obtained using this approach. If the figure is analyzed, for each column we can appreciate that
words with similar context tend to group. We can also notice that even in the same emotion each
group of words shows very different topics. For example, in the Anger emotion, it has one group
that is related to fighting and battles and another group with loud noises or growls. In the Surprise
emotion it has some interesting examples; one group express surprise related to art and museums,
in another group the emotion is related to accidents and disasters, and in other group presents
surprise related to magic and illusion.

3In the rest of the document it refers to these sentiments as emotions as well.
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Figure 3. Diagram that represents the creation of the Bag of Sub-Emotions (BoSE) representa-
tion. First, Fine-Grained Emotions are generated from a given Emotion Lexicon; then, texts are
masked using these fine-grained emotions and their histogram is build as final representantion.

6.2.2 Building the BoSE Representation

To build the representation we need to perform the next two steps:
Text masking: First, mask the documents replacing each word with a label that represents the
closest fine-grained emotion. For this, we computed the vector representation of each word in the
document using the sub-word embeddings obtained from FastText. Then, measure the distance
between each word vector and all fine-grained emotions using the cosine similarity. Then, change
each word by the label of the closest fine-grained emotion. Consider this example to illustrate
the process: for the text ”Leave no stone unturned”, the sentence will be masked as ”negative8
anticipation29 anger10 anticipation3”.

Text representation: Once the documents are masked; we built their BoSE representations
computing a frequency histogram of their fine-grained emotions. We have two different approaches
to build these representations: i) a histogram is created counting the number of occurrences of each
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Emotion Vocabulary Clusters
anger 6035 444

anticipation 5837 395
disgust 5285 367

fear 7178 488
joy 4357 318

sadness 5837 395
surprise 3711 274

trust 5481 383
positive 11021 740
negative 12508 818

Table 2. Lenght of the vocabulary for each emotion and the number of clusters created for each
one.

fine-grained emotion presented in the text, this process is similar to the Bag-of-Words represen-
tation. We named this representation as BoSE-unigrams. ii) similar to the previous approach, a
histogram is created counting the occurrences of sequences of fine-grained emotions in the doc-
ument, and refer to this representation as BoSE-ngrams. For the latter representation, we tested
different sizes and combinations of sequences.

6.2.3 Experimental Settings

Preprocessing: For these experiments, first the texts are normalized lowercasing all the words and
removing special characters. Once the text is preprocessing the text is masked using the created
fine-grained emotions.

Classification: After built the BoSE representation, we select the most relevant features of the
sequences of fine-grained emotions, using the chi2 distribution X2

k [60]. Once the best features are
selected, to classify the documents we use a Support Vector Machine (SVM) with a linear kernel
and C = 1.

Baselines: To evaluate the relevance of the created fine-grained emotions in the detection of
mental disorders, the representation is compared with a representation based on the occurrences
of the broad emotions combined with the words that do not have an associated emotion. This
approach is named Bag-of-Emotions (BoE). Also, the results are compared to traditional Bag-of-
Words representation. Both representations were created using word unigrams and n-grams; these
are common baseline approaches for text classification. Additionally, the representation results are
compared against the participants of the eRisk 2017 and 2018 evaluation tasks [1, 2], considering
the f1 over the positive class.
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Figure 4. Examples of Fine-Grained Emotions corresponding to four different broad emotions.

6.2.4 Experimental Results

For this work, different evaluation metrics are needed and are described in the following part:

1. Precision: Precision in pattern recognition and information retrieval is also called positive
predictive value. When a program retrieves instances that are predicted as the ones of in-
terest, the precision calculates the correct instances among the predicted instances. The
formula could be express as: Precision = TP

TP+FP
where TP are the right predictions from

the program and FP are the wrong predictions selected as right.

2. Recall: As well as precision, recall is used in pattern recognition and information retrieval
to evaluate the fraction of correct instances that have been retrieved over the total correct
instances that exist. The formula could be express as: Recall = TP

TP+FN
where TP are the

right predictions from the program and FN are the right predictions that were not selected
as right.

3. F-measure: Also, know as F1 score or F-score. Is an evaluation measure of the test accu-
racy, where it considers the precision an the recall to give the score of the evaluation. The
F-measure is considered the harmonic average of the precision and recall, where the score
looks for the best value of precision and recall at 1, and also the worst value at 0. The formula
could be express as: F1 = 2·precision·recall

precision+recall
.

In our first experiment, we evaluate the effectiveness of the BoSE representation to identify men-
tal disorders in users. To analyze this, we compared its performance against the results obtained
using BoE representation and a traditional BoW representation. Table 3 presents the f1 perfor-
mance over the positive class for the BoW, BoE and BoSE approaches. It can appreciate that the
BoSE representation outperforms both baseline results, especially when are considered sequences
of fine-grained emotions for the representation. To further expand our exploration, it also used
BoSE representation without positive and negative sentiments (BoSE8). In the results, it can be
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appreciated that the performance drops without the usage of the two sentiments; this demonstrates
that these sentiments give important information to identify mental disorders.

Table 3. F1 results over the positive class against baseline methods
Method Dep’17 Dep’18 Anor’18

BoW-unigrams 0.60 0.58 0.69
BoE-unigrams 0.57 0.60 0.50

BoSE8-unigrams 0.56 0.6 -
BoSE-unigrams 0.61 0.61 0.82
BOW-ngrams 0.59 0.60 0.69
BoE-ngrams 0.61 0.58 0.58

BoSE8-ngrams 0.57 0.59 -
BoSE-ngrams 0.64 0.63 0.81

To further evaluate the relevance of the BoSE representation, Table 4 compares its results against
those from the first three places at the eRisk 2017 and 2018 evaluation tasks, respectively:

Table 4. F1 results over the positive class against top performers at eRisk
Method Dep’17 Dep’18 Anor’18

first place 0.64 0.64 0.85
second place 0.59 0.60 0.79
third place 0.53 0.58 0.76

BoSE 0.64 0.63 0.82

For these tasks, the participants create more complex models than our proposed approach. They
employed different types of data, inspired by traditional representation and deep learning models.
They employ for example linguistic meta-data from user-level, word embeddings, the combina-
tion of different models including convolutional neural networks, sentence-level analysis, different
linguistic features, domain-specific vocabularies, and psychology-based features.

From the obtained results it can highlight the following observations:

1. The approach outperformed the traditional BOW representation in both datasets, indicating
that considering emotional information is quite relevant for the detection of depression and
anorexia in online communications.

2. The use of fine-grained emotions as features helps improve the results from a representation
that only considers broad emotions. This result confirms our hypothesis that users with a
mental disorder tend to express their emotions in a different way than users without them.

3. The approach obtained comparable results to the best-reported approaches in both datasets.
It is essential to highlight that the participants of these tasks tested different complex models
with a wide range of features and sophisticated approaches based on traditional and deep

21



learning representation of texts, whereas ours only relies on the usage of the fine-grained
emotions as features.

For further analysis, in Figure 5 we can appreciate a 3D plot using the t-sne algorithm [65]. In
the first column there are the graphics for the Bag of Words (BoW) representation of the users,
and in the second column are the graphics for the BoSE representation. We can see the depression
detection task in the first row, where for BoSE the red dots that represent the depressive user are
more clearly than in BoW representation. In the second row, we can be appreciate the anorexia
task, where BoSE has a more clear separation between the users than using BoW.

Figure 5. Plot of the BoW and BoSE representation for the detection of Depression an Anorexia.
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6.2.5 Analysis of the Fine-Grained Emotions

To further understand what fine-grained emotions capture, the most relevant sequences are selected
for the detection of depression and anorexia according to the chi2 distribution. Table 5 shows
some relevant sequences of fine-grained emotions as well as some examples of the words that
correspond to these sequences in the depression task. Table 6 shows some of the relevant sequences
of fine-grained emotions for the detection of anorexia task and also some examples of the words
corresponding to these sequences.

Most of the fine-grained emotions that present high relevance for the detection of depression
is related to negative topics, for example, the anger emotion is associated to the feeling of aban-
donment or unsociable, and the disgust emotion is related to dilution, insecurity, and desolation.
These fine-grained emotions capture the way a depressed user expresses about themselves and their
environment.

Table 5. Examples of words that create the fine-grained emotions
Examples of relevant sequences

”anger1”
”anger11-anticipation10”

”disgust16-anger11”
”disgust11-fear17”

anger1 abandoned, deserted, unattended
anger11 unsociable, crowd, mischievous
anticip10 disappointed, inequality, infidelity
disgust16 unsatisfactory, dilution, influence
disgust11 insecurity, desolation, incursion
fear17 hysterical, immaturity, injury

Table 6. Examples of sequences relevant to the anorexia detection
”anger4”- ”negative65”

”disgust32” - ”anticipation12”
”anticip10” - ”fear19”

”disgust21” - ”anticip12”
anger4 bruising, contusion, bleeding, fracture
disgust32 breakdown, fight, crushed, abandoned
disgust21 stomach, intestinal, bile, esophagus
negative65 bathroom, toilet, washroom
anticip10 hurting, refused, anxious, afraid
anticip12 ashamed, embarrass, upset, disgust
fear19 food, eating, eat, consume
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For the anorexia detection the fine-grained emotions that present higher relevance is related to
embarrassment, self-harm and eating topics, for example, the disgusts emotions are associated
to mental states of defeated and internal organs related to eating, and anticipation emotions that
are related to self-harm, fear and shame. These fine-grained emotions capture the essence of the
problems that are presented in a person that have anorexia and how they are expressed.

To analyze the fine-grained emotions used for each task, Figure 6 presents the distribution of
the 1000 most important fine-grained emotions obtained using chi2 and are group by their general
emotion. It can be appreciated that the emotions have different distribution depending on the task,
this demonstrates that the representation captures the emotions that different persons with mental
disorders tend to express when they post in their social media platform.

Figure 6. Distribution of the 1000 most relevant fine-grained emotions for each task.

In Figure 7 we present different word clouds created from the datasets. We can see in the word
clouds that different emotions are predominant for each task, similar as the previous analysis of
emotions, the representation captures different important topics related to emotions depending on
the task.

6.2.6 BoSE in early Predictions

For this experiment, the main idea is to see how much information is needed to have an adequate
detection performance. We divided the post history of the users in 10 parts. Figure 8 show the re-
sults of the proposed representation against the BoW and n-grams competitors. We can appreciate
that the BoSE representation, in general, gets better performance than the traditional representa-
tions, in the depression task having approximately the 70-80% of the history post is enough to get
better results consistently. In the anorexia task BoSE outperforms the other traditional representa-
tions with a more extensive advantage, and only need approximately 40% of the post history to get
a better result than the best result of the others representations with the 100% of the data.
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Figure 7. Word Cloud distribution of relevant fine-grained emotions for each task.

6.3 Temporal Analysis for Fine-Grained Emotions

To further analysis the use of this representation based on fine-grained emotions, a new approach
is proposed, using the sequentially presented in the data. The hypothesis behind this approach is
that a user that has a mental disorder tend to present more instability in their emotions than a
user without a mental disorder. For this, the post history of the users is divided into ten parts, for
each part is calculated the BoSE representation creating a vector of the fine-grained emotions, and
finally two different strategies are used: 1) Calculate the difference between the vectors each time,
this creates nine new vectors that consists in the difference of each fine-grained emotion in each
different time. 2) Use the ten vectors directly without the need of calculating the differences.

Once the vector of each time in the post history is created, an statistical analysis is performed.
The information created by the fine-grained emotions through the time is treated as a signal and
eight different features are extracted from each fine-grained emotion: mean, sum, max value, min
value, standard deviation, variance, average, and median. This creates a temporal feature vector,
that captures the changes through the time of each fine-grained emotion and is uses to classify the
users.

25



Figure 8. Results by chunk in the datasets. X-axis represent the chunks and Y-axis the F1
result.
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Table 7. Results for Temporal, NonTemporal and Fusion
Depression’18 Anorexia’18

NonTemporal 0.63 0.82
Temporal Diff 0.59 0.77
Early Fusion 0.64 0.81

Temporal Abs 0.53 0.79
Early Fusion 0.62 0.77
Late Fusion 0.64 0.84

After the creation of the temporal vector, the next step is to combine the temporal and nontem-
poral vector, to improve the results. Two different strategies were proposed for this combination:
1) concatenation of the vectors, and 2) a vote of the classifiers. These approaches are also known
as early fusion and late fusion respectively. We present the results in Table 7, we can appreciate
that the late fusion performs well for both task, and obtain an improvement in the results.

For more in-depth analysis of the temporality of the emotions, Figure 9 presents some examples
of these fine-grained emotion signals. In this figure, we compared the control group colored in
orange against the mental disorder group colored in blue (depression is in the left part and anorexia
is in the right part). As we can see, the control group present fewer changes or peaks through
time than the mental disorder group, this proves our hypothesis of users that have more emotional
instability when they present signs of a mental disorder.

6.4 INAOE-CIMAT at eRisk 2019

In this section, we described the joint participation of INAOE-CIMAT using Bag of Sub-Emotions
(BoSE) at eRisk 2019. The 2019 Early Risk Prediction on the Internet (eRisk@CLEF) is a forum
of evaluation that has the objective of dealing with problems related to health and safety risks de-
tection on the Internet. The main goal of the task that the organizers present, is to identify if a user
presents signs of anorexia as soon as possible, processing as pieces of evidence their post history.
Applying sequentially monitoring of the user’s interactions in their social media platforms, post
are processed in the order they were created and then a prediction is send.

This shared task is a continuation of eRisk 2018 T2 task [2]. This task consists in detecting
signs of anorexia as soon as possible in users of Reddit. This detection is done by sequentially
processing the users’ posts. This year task, the organizers modified the way the posts are released,
which was variable-chunk-length in 2017 and 2018, where users that wrote more would have more
information per chunk. Now the posts are released item-by-item and a server iteratively provides
user post in chronological order and using a token identifier for each team. For each iteration that
the server provides a post, we need to respond with a prediction to continue the next round of posts;
otherwise, the server won’t provide the next iteration.

The strategy for the shared task is to decide if a user presents signs of anorexia making a pre-
diction every five posts, where the posts are preprocessed and a classification procedure is made to
generate the labels for each user. Lastly, we used five different strategies to sent the predictions.
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Figure 9. Emotional signals comparison between the control group and the mental disorder
group. X-axis represent the number of parts that each document was split and Y-axis represent
the value of the sub-emotion in that time.

We explained the whole process below.
Prediction making: For each post that the server provides, we need to predict if the user

presents signs of anorexia or not. The main idea is to make a correct detection as soon as pos-
sible. We proposed to tackle the task by using the following five strategies: i) considering the label
obtained directly from the classifier; ii) using the probability of the label, assigned as positive if
the chance is higher than 60% of belonging to the anorexia class; iii) similar to the first strategy,
consider the label obtained directly from the classifier, but only assigned the label 1 if the user is
detected as positive in the previous and current predictions; iv) the user is classified as positive if
the probability of the classifier is higher than 60% in the actual and previous predictions; v) similar
to the fourth strategy but the classification probability needs to be higher than 70%.
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6.4.1 Experimental Results

First evaluated the model with the previous dataset provided in 2018, and determine the parameters
for the model and then send the prediction in the server. For this dataset, there are two categories
of users: with anorexia and control (users without anorexia). We measured the F1 over the positive
class using the whole post history of the users. In Table 3 we present the obtained results over the
2018 dataset.

For the test dataset, we trained the model using all the users in the training dataset and then we
determined if the users present or not signs of anorexia using the five different strategies mentioned
in the previous subsection. Table 8 show the results obtained by the five strategies over the test
dataset. Is important to note that on these results: run1 did not work on the server, and we still
do not know the reason for this, therefore, their results are not included in the table. The fourth
strategy obtained the best results (named as run3); this strategy consists in classifying the user as
positive if the probability is higher than 60% in the current and previous prediction. This strategy
involves the temporal stability obtained by the classifier where we get two consecutive positives
predictions over the user.

Method F1 ERDE5 ERDE50 latency-weighted F1
run 0 0.66 0.09 0.04 0.62
run 2 0.66 0.09 0.09 0.50
run 3 0.68 0.09 0.05 0.63
run 4 0.66 0.09 0.05 0.61

Table 8. Results over the positive class in the Testing Dataset

To present further analysis of the results, in Figure 10, we present a boxplot of all the results
obtained for F1 measure and Latency-weighted F1. In the figure, the green X mark represents the
position of our results. We can appreciate that our results for both evaluation metrics are in the
highest quartile, indicating the good results obtained for this task.

In the second part of Figure 10, we present the boxplots of the results of all participants under
the ERDE5 and ERDE50 evaluation metrics. The results are placed in the middle quartile (note: is
better a lower value in ERDE). These are expected results, since the strategy does not focus on fast
prediction, but instead on the temporal stability of the users. In [3] they present the overall results
of the task as well as a complete analysis of every team.

7 Conclusions
In this document we describe part of the work that has been made and the future work that is

planned to do during the Ph.D. program. The main objective of this research is to focus on the
detection of mental disorders in users by publishing on various social media platforms. The work
will focus on the detection of these users improving the state of the art results, using a new mul-
tichannel representation that exploits traditional natural language process methods combined with
deep learning methods. For example, extracting from different channel features like semantics,
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Figure 10. Boxplot for the results in F1, Latency-weighted F1, ERDE5, and ERDE50, where the
green X mark represents our obtained results.

emotions or phonetic to feed a deep neural network that automatically learns how to combine these
features and extract the most relevant information from it.

In the preliminary work, we proposed a new representation that creates fine-grained emotions
that were automatically generated using a lexical resource of emotions and sub-word embeddings
from FastText. Using these fine-grained emotions, it can automatically capture more specific topics
and emotions that are expressed in the documents by users that have depression and anorexia. The
emotional channel present useful information that helps the detection of mental disorders. BoSE
obtained better results than the proposed baselines and also improved the results of only using
broad emotions. Incorporating temporal analysis over the emotion channel and combine it with
the previous representation demonstrate that helps the detection of users that presents signs of
mental disorders. It is worth mentioning the simplicity and interpretability of the representation,
creates a more straightforward analysis of the results.

8 Published Papers
Some of the preliminary results that are contained in this dissertation proposal are published in:

1. Detecting Depression in Social Media using Fine-Grained Emotions. Mario Ezra Aragón, A.
Pastor López-Monroy, Luis C. González-Gurrola and Manuel Montes-y-Gómez. Proceed-
ings of the 2019 Conference of the North American Chapter of the Association for Com-
putational Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers),
Minnesota, USA. (June, 2019).
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2. INAOE-CIMAT at eRisk 2019: Detecting Signs of Anorexia using Fine-Grained Emotions.
Mario Ezra Aragón, A. Pastor López-Monroy and Manuel Montes-y-Gómez. Proceedings of
the 10th International Conference of the CLEF Association, CLEF 2019, Lugano, Switzer-
land. (September, 2019).

9 Background Concepts
This section describes an overview of the different techniques and core concepts needed for this

dissertation proposal. For example, it introduces Text Classification, different networks related
to deep learning and applied to Natural Language Processing. This section is divided as follows:
first, a description of text classification and techniques for text representations like bag of words
and word embeddings. Then, some of the main ideas that are behind deep learning, with some
relevant neural networks useful for the representation of the data.

9.1 Text Classification

Text Classification (TC) is the process of assigning categories or tags to a text or a document
according to its content, TC can be used to structure and categorize, for example, topics, con-
versations, and languages. Text Classification has broad applications such as intent detection,
information filtering, and sentiment analysis [61].

Text classification can work in two different ways: i) manual, where a human annotator review
the text and categorize it accordingly to how interprets the content, and ii) automatic, that applies
machine learning to classify text faster and with less cost, for example, rule-based systems that
organize in groups using a set of linguistic rules [62].

Text Classification has become an important part of business as it allows to get insights from the
data and automate analysis for different processes. Figure 11 described a general process for Text
Classification; the model receive an input text and return a label as an output.

Figure 11. Text Classification General Process

9.2 Text Representation

9.2.1 Bag of Words

The bag of words (BoW) is the most simple and well know technique for text representation and
classification, where the text is described by the occurrence of words within a document; first is
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the creation of a vocabulary w from training data, and then the presence of the words is measured
by its frequency [64]. This representation creates a histogram d = [w1, w2, · · · , wN ] where w is
the vector that contains wN words, and ignores the structure of the words, accounting only the
occurrence of the words in the document and not the position or order in it. Figure 12 presents an
example of a a BoW Histogram Vector.

BoW model is a technique of extracting features from the text for a model to use as a representa-
tion, like in other machine learning algorithms. This technique is really simple and flexible, it can
be used to extract features from documents in an easy way. The intuition behind is that documents
or texts present similar content if they are from the same type.

Figure 12. Example of a BoW Histogram Vector for the text: "John likes to watch movies. Mary
likes movies too"

9.2.2 Word Embeddings

In Natural Language Processing a word embedding is a distributed representation of text in an n-
dimensional space. Word embeddings is a technique for modeling language, where words that are
presented in the vocabulary are transformed in vectors of continuous real numbers, for example,
consider the word ”disorder” it would become a vector of size n→ [0.22,0.15,0.44,..,n]. The main
idea is to create a low-dimensional dense vector space where the embedding vector represents the
linguistic relationship of the word with the context that is presented, thus two words related have
similar vectors.

Word embeddings are a form of word representation that helps a machine to understand the
language and the context. Word embeddings represent relationships between words and useful
contextual information that benefit when training models on the data. These representations are
important for solving most NLP problems and a common practice is to use these pre-trained word
representations to be adjusted on the data.

There are different techniques to obtain the word embeddings, some of them are done using
neural networks [22, 23, 24, 25, 26] or matrix factorization [27, 28]. One of the most common
word embeddings is Word2Vec, where a neural network is used to predicts the target word from
the context, for example, word(w) = ”playing” and the context = ”the musician is w the guitar”,
where w is the target word that the network model learns, this model is named Continuous Bag-
of-Words (CBOW) [24]. The other model names Skip-Gram (SG)[25], where the model learns the
inverse prediction, it learns the word and predicts the context of the given word. The purpose of the
CBOW model is to smooth the big distributional information using the context as an observation.
While the SG model uses the context as targets and normally performs better for larger datasets.
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Another traditional approach is Glove [28], which are embeddings trained using nonzero entries of
a global word to word co-occurrence matrix.

9.3 Deep Learning

Deep learning, is a group of methods to learn representations that are known as deep architec-
tures [11]. These methods consist of multiple layers of nonlinear units that process the data for the
feature extraction and transformation. The first layers that are closer to the input data learn simple
features, and the next layers learn sophisticated features extracted from the first layers. These ar-
chitectures are known as hierarchical representation and are able to learn without the need for an
expert in feature extraction and selection from the original data.

Conventional machine learning techniques are limited to process data in raw form. These tech-
niques required the construction of a pattern recognition system with the considerable domain
expertise to design a good feature extractor that converts the raw data into a fitting representation
for the classification task. Deep learning allows to be fed with the raw data and automatically
discover the representation for detection or classification [12]. Using the higher layers to amplify
relevant aspects of the input data for discrimination between irrelevant information and important
variations. The important aspect of deep learning is that the layers of features learned from the
data using a general learning procedure, instead of the designed by human experts in the domain.

In the past years, deep learning produces state of the art result in many domains; for example,
they start in computer vision, speech recognition and more recently in natural language processing.

9.3.1 Recurrent Neural Network

Recurrent Neural Networks (RNN) are distinguished by the feedback loop connected to their past
decision. RNNs process an input sequence element by element, preserving information about the
past elements of the sequence. Due to this process, it is often said that RNNs have memory and
captures information in the sequence itself.

RNNs has a purpose to preserve in the hidden state of the network the sequential information,
and affect the processing of each new example to find correlations between events that are sepa-
rated for different moments. RNNs are very good dynamic systems, but they present a problem
maintaining the relation of long sequences because the backpropagated gradient shrink at each
time step and after many steps vanish [12].

Just as human memory travels in a sequence way through our brain, affecting the behavior
without using the full information, the information that travels in the hidden states of the recurrent
nets affect the decisions without revealing all learned. The process of preserving memory in these
networks are represented by ht = φ(Wxt + Uht−1), where the hidden state at time step t is ht.
In this function, the input at the same step xt is modified by a weight matrix W and is added to a
hidden state of the previous time step that is represented by ht−1 multiplied by the hidden state in
the previous time in matrix U . The weights that are contained in the matrices determine how much
importance to grant to the present input and past hidden state. Lastly, the sum of the weights is
flattened using a function φ, making gradients workable for backpropagation. Figure 13 presents a
simple example of a RNN unit.
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Figure 13. A simple example of a RNN unit.

9.3.2 Long Short Term Memory

Recurrent Neural Networks suffers to learn to store information for very long sequences. To solve
this problem, the use of explicit memory is proposed. A long short-term memory (LSTM) networks
that use special hidden units and learn to remember inputs of the sequence for a long time. These
hidden units are called memory cells, a gated neuron that leaks information through the time. Each
memory cell has a connection to itself at the next time step, where it copies the value of the actual
state and accumulates the new values, and have a multiplicative gate by another memory cell that
learns to decide to clear or keep the content of the memory [12].

The core idea behind LSTMs is to remove or add information to the cell state using gates decided
to let information through. These gates are composed out of a sigmoid neural layer and a pointwise
multiplication operation. The sigmoid layer output a number between zero and one that describes
how much of each component should pass. A value closer of one means more information to let
pass.

LSTM networks have proved to be more effective than conventional RNNs, especially when the
sequences are very long and the networks have several layers for each time step.

9.3.3 Gated Recurrent Unit

Gated Recurrent Unit (GRU) is a neural network that also aims to solve the problem of the vanish-
ing gradient that is present in recurrent neural networks. GRU can also be considered as a variation
of the LSTM, both have a similar designed and produce equally results in some cases [67].

GRUs use two gates name update gate and reset gate. These gates are two vectors that decide
what information and the amount of information that should be pass to the output. The update
gate helps to determine how much of the past information needs to be passed along to the future
using the information of the actual state multiplied by the weight in the same time step and then
added to the multiplication of the previous information and weight. The result is pass to a sigmoid
activation function that squashes the result between zero and one. The reset gate is used to decide
how much of the previous information to forget. The operation to calculate the gate is the same
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as the update gate, the difference comes in the weights and the sigma function that is change for a
tanh function.

GRUs can save and eliminate information using their gates, helping to eliminate the problem
with the vanishing gradient keeping the relevant information that passes to the next step.

Figure 14 presents a general diagram of the different cell units of the recurrent networks. It
shows the differences between the units and the way that each network let information pass.

Figure 14. General Diagram of the different cell units of the RNN, LSTM and GRU.

9.4 Representation Learning

The performance of any machine learning method is mostly dependent on the choice to represent
the data, also known as features. For this reason, a lot of the effort is applied in the development
of designs of preprocessing and data transformation that helps in creating a representation of the
data that can support the machine learning methods [68].

Learning representations of the data could make it easier to extract useful information, and make
it easier to perform classification or prediction task. In deep learning, representation learning is
formed by the combination of multiple non-linear transformations of the data, with the objective
of creating more abstract and useful representations.
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9.4.1 Autoencoder

An autoencoder is a type of unsupervised neural network. The main objective of an autoencoder
is to learn a representation training to reconstruct an input data [6]. The autoencoder learns how
to compress the data using the input layer (encoder) and converting it into a shortcode, and then
the output layer (decoder) uncompress that shortcode into a representation that is closely matched
to the original data. This helps to reduce the dimensionality of the input data, making the autoen-
coder to learn how to ignore the noise. Figure 15 shows a general structure of an autoencoder.
Autoencoder reduces data dimension by learning how to ignore the noise in the data and learns the
correlation of the input data, and perform well when compressing the features.

Figure 15. Diagram structure of an Autoencoder.

9.4.2 Attention Models

Attention models are networks similar to short-term memory, but these models allocate attention
over the input data that they not long ago seen. The attention mechanisms are parts of the networks
that learn to access memory that was storage externally instead of learning the sequences of the
hidden states like the recurrent neural networks [29].

The external data that is storage works like an embedding for the attention mechanism, and this
data can be altered, writing the new information that is learned, and reading if a prediction is needed
to make. In a recurrent neural network, the hidden states are the sequences of embeddings, while
in the memory of the attention model is the accumulation of those embeddings, is like performing
a max-pooling on all the hidden states of the network.

9.4.3 Transformers

Transformers is a neural network architecture based on self-attention mechanism, dispensing the
usage of recurrence and convolutions [30]. This architecture transforms one sequence into another
one using an Encoder and Decoder (discussed in a previous subsection). The Transformer differs
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from traditional recurrent networks because it does not need the usage of any recurrence like GRU
or LSTM.

To capture the timely dependencies present in sequences an LSTM were one of the best ways
to do it. However, in recent works [31], using this kind of architectures improves the results in
sequence related tasks. Figure 16 shows the general model architecture of the Transformer; the
Encoder is on the left, and the Decoder is the right part. Both of the modules can be stacked on
top of each other multiple times as needed (as is refer by Nx in the figure). The modules in the
architecture mainly consist of Multi-Head Attention and Feed Forward layers. The Multi-Head
Attention consists of the dot product of the weight matrices that are learned during the training,
and these matrices are defined by how each word in the sequence is affected by the other words of
the sequence. For the inputs and outputs, the string sentences need first to be represented by their
embedding of n-dimensional space.

Using the Positional Encoding part in the architecture, the model could give to every sequence
a relative position and then, the position is added into the embedding, this is done since the model
does not have recurrence to remember how the sequence was feed.

Figure 16. Transformer Model Architecture [30]
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