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Abstract. In this paper, we present a new feature selection method based on docu-
ment frequencies and statistical values. We also present a new similarity measure 
to calculate the degree of similarity between documents. Based on the proposed 
feature selection method and the proposed similarity measure between documents, 
we present three methods for dealing with the Reuters-21578 top 10 categories 
text categorization. The proposed methods get higher performance for dealing 
with the Reuters-21578 top 10 categories text categorization than that of the 
method presented in [4]. 

1   Introduction 

Text categorization is a task of classifying text documents into a predefined number 
of categories based on classification patterns [3], [22]. The terms appearing in docu-
ments are treated as features. One major difficulty in text categorization is the large 
dimension of the feature space. Therefore, we hope to reduce the dimension of the 
feature space to get a higher performance for dealing with the text categorization 
problem. One method for text categorization is based on the feature selection method 
[3], [4], [21]. Some results from the previous researches show that the semantic fea-
ture selection approach affects the performance of text categorization [3], [21]. Some 
feature selection methods have been presented to deal with a wide range of text cate-
gorization tasks, such as Chi-Square test [1], [2], [6], [20], Information Gain (IG) [1], 
[9], [10], [12], [15], and Mutual Information (MI) [2], [5], [8], [12], [13]. 

In this paper, we present a new feature selection method based on document fre-
quencies and statistical values to select useful features. We also present a new similar-
ity measure between documents. Based on the proposed feature selection method and 
the proposed similarity measure between documents, we present three methods for 
dealing with the Reuters-26578 top 10 categories text categorization. The proposed 
methods can get higher performance for dealing with the Reuters-26578 top 10 cate-
gories text categorization than that of the method presented in [4]. 

The rest of this paper is organized as follows. In Section 2, we briefly review the pre-
vious research for text categorization. In Section 3, we present a new feature selection 
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method based on document frequencies and statistical values for text categorization. In 
Section 4, we present a new similarity measure between documents. Based on the pro-
posed feature selection method and the proposed similarity measure between docu-
ments, we present three methods to deal with the Reuters-26578 top 10 categories text 
categorization. In Section 5, we show the experimental results. The conclusions are 
discussed in Section 6. 

2   Preliminaries 

In the vector space model [18], documents are usually represented by feature vectors 
of terms. The task of preprocessing consists of transforming capital letters into lower-
cased letters and removing stop words (such as “a”, “an”, “the”, etc.), where words 
are stemmed by applying the Porter algorithm [17]. The acquired document-term 
matrix is then transformed into TF-IDF (Term Frequency-Inverse Document Fre-
quency) weights which are normalized by document lengths [19]. After the feature 
selection process, the dimension of the feature space is reduced and useful features 
are obtained. Therefore, the feature selection process is a very important task, and it 
can affect the performance of text categorization. 

Assume that F consists of n features f1, f2, …, fn and assume that S consists of m 
features s1, s2, …, sm, where S is a subset of F. The goal of the feature selection proc-
ess is to choose an optimal subset S of F for text categorization. There are many sta-
tistic measures for dealing with the task of feature selection, e.g., Chi-Square [1], [2], 
[6], [20], Information Gain [1], [9], [10], [12], [15], and Mutual Information [2], [5], 
[8], [12], [13]. Among these measures, the mutual information measure is the most 
commonly used measure. It also has a better performance for dealing with the task of 
feature selection. In the following, we briefly review some feature selection measures, 
shown as follows: 

(1) Chi-Square test [2]: Fix a term t, let the class labels be 0 and 1. Let ki,0 denote the 
number of documents in class i not containing term t and let ki,1 denote the number of 
documents in class i containing term t. This gives us a 22 ×  contingency matrix: 

It  
 0 1 

0 k00 k01 
C 

1 k10 k11 

where C and It denote Boolean random variables and mkl  denotes the number of 

observations, where {0,1}∈C  and }1,0{∈tI . Let n = k00 + k01 + k10 + k11. We can 

estimate the marginal distribution as follows: 

 Pr(C = 0) = (k00 + k01)/n, 
 Pr(C = 1) = (k10 + k11)/n, 
 Pr(It = 0) = (k00 + k10)/n, 
 Pr(It = 1) = (k01 + k11)/n. 
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The 2χ  test is shown as follows: 
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The larger the value of 2χ , the lower is our belief that the independence assumption 

is upheld by the observed data. In [2], Chakrabarti pointed out that for feature selec-

tion, it is adequate to sort terms in decreasing order of their 2χ  values, train several 

classifiers with a varying number of features, and stopping at the point of maximum 

accuracy (see [2], pp. 139). The larger the value of 2χ , the higher the priority to 

choose term t. For more details, please refer to [2]. 

(2) Information Gain Measure [23], [24]: For the binary document model and two 

classes (the same as the case of the 2χ  test), the Information Gain (IG) of term t with 

respect to the two classes can be written as follows: 
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The larger the value of )(tIG , the higher the priority to choose term t. For more de-

tails, please refer to [23] and [24]. 

(3) Mutual Information Measure [2]: For the binary document model and two classes 

(the same as the case of the 2χ  test), the Mutual Information (MI) of term t with 

respect to the two classes can be written as follows: 
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where n = k00 + k01 + k10 + k11. The larger the value of ),( CtIMI , the higher the 

priority to choose term t. For more details, please refer to [2]. 
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3   A New Feature Selection Method Based on Statistical Values 
and Document Frequencies 

In this section, we present a new feature selection method based on statistical values 
and document frequencies. Let X and Y be two different classes of documents. The 

mean values tX ,μ  and tY ,μ  of X and Y are ∑X txX )(||/1  and ∑Y tyY )(||/1 , re-

spectively, where xt denotes the TFIDF of term t in class X and yt denotes the TFIDF 

of term t in class Y. Furthermore, the variances Xσ  and Yσ  of X and Y are 

∑ −X tXtxX
2

),(||/1 μ  and ∑ −Y tYtyY
2

),(||/1 μ , respectively. Let |X| denote the 

number of documents in the class X and let |Y| denote the number of documents in the 
class Y. Here, we consider the effect of document frequencies and variances for fea-
ture selection. Let DF(xt) denote the document frequencies of term xt in the X class 
and let DF(yt) denote the document frequency of term yt in the Y class. The proposed 
feature selection method is as follows: 

.
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The larger the value of S(t), the higher the priority to choose term t. 

4   New Methods for Text Classification Based on the Proposed 
Similarity Measure and the k-NN Approach 

Many learning-based approaches have been presented to deal with the task of text 
categorization, e.g., the k-NN approach [7], [22], [24], support vector machines [5], 
[14], [24], Naïve Bayes approaches [5], [10], [24], and neural networks [16], [24]. In 
this paper, we present three classification methods based on the k-NN approach [7], 
[22], [24] to classify the Reuters-21578 top 10 categories data set. 

The k-NN classifier uses the k-nearest training documents with respect to a testing 
document to calculate the likelihood of categories. The document-document similarity 
measure used in the k-NN classifier is the most important part for text categorization. 
Most previous k-NN classifiers use the cosine similarity measure in the vector space 

model. The cosine similarity measure )b,acos(
vv

, for measuring the degree of similar-

ity between documents a and b is as follows: 

,
ba

ba
)b,acos( vv

vv
vv

⋅

⋅
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where [0,1])b,acos( ∈
vv

, a
v

 and b
v

 denote the vector representation of the documents a 

and b, respectively. The larger the value of )b,acos(
vv

, the higher the similarity be-

tween the documents a and b. 
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The term weight wij calculated by TFIDF normalized by document lengths is the 
most commonly-used method [19] for the cosine similarity measure in the vector 
space model, where 
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wij denotes the weight of term i in document j, |T| the total number of terms, and 
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A comparison of the three proposed methods with Dona’s method [4] is shown in 
Table 1. 

Table 1. A comparison of the three proposed methods with Dona’s method 

Methods Dona’s method [4]
The first         

proposed method 
The second     

proposed method 
The third         

proposed method 

Feature selection 

Mutual          
Information  

Measure         
[2, pp. 139-141] 

Mutual           
Information    

Measure          
[2, pp. 139-141] 

Mutual           
Information    

Measure          
[2, pp. 139-141] 

Formula (4) 

Term weight N/A Formula (6) Boolean Boolean 
Similarity measure N/A Formula (5) Formula (7) Formula (7) 

Classifier Naïve Bayes [24] k-NN [24] k-NN [24] k-NN [24] 

In the following, we summarize the three proposed methods as follows: 

(A) The First Proposed Method for Text Categorization: 

Step 1: Select a predefined number of features based on the Mutual Information (MI) 
Measure [2] shown in formula (3) to reduce the number of features of each document. 
Step 2: Given a testing document, calculate the term weight of the testing document 
by using formula (6). Find its k-nearest documents among the training documents by 
using formula (5). 
Step 3: The testing document belonging to the category has the largest summing 
weight. 

(B) The Second Proposed Method for Text Categorization: 

Step 1: Select a predefined number of features based on the Mutual Information (MI) 
Measure [2] shown in formula (3) to reduce the number of features of each document. 
Step 2: Given a testing document, find its k-nearest documents among the training 
documents by using the proposed document-document similarity measure described 
as follows. We use the Boolean method for document representation. Each term 
weight is either 0 or 1, where 0 means that the term is not appearing and 1 means that 
it is appearing in the document. Let M(d1, d2) denote the number of terms appearing in 
documents D1 and D2, simultaneously. The proposed similarity measure to calculate 
the degree of similarity Similarity(d1, d2) between documents is shown as follows: 



 New Methods for Text Categorization Based on a New Feature Selection Method 1285 

,
dd

, ddM
, ddSimilarity

21

)21(
)21(

×
=  (7) 

where |d1| denotes the number of terms in document d1 and |d2| denotes the number 
of terms in document d2. Calculate the likelihood of the testing document belonging 
to each category by summing the weights of its k-nearest documents belonging to 
the category. For example, assume that there are 3-nearest training documents d1, 
d2, and d3 of testing document d4 as shown in Fig. 1. Assume that the degree of 
similarity between document d1 and the testing documents d4 is w1, the degree of 
the similarity between document d2 and the testing document d4 is w2, and the de-
gree of similarity between document d3 and the testing document d4 is w3. Then, the 
summing weights of the documents d1 and d2 belonging to Category 1 are equal to 
w1 + w2, the weight of d3 belonging to Category 2 is w3, if (w1 + w2) < w3, then we 
let the testing document d4 belong to Category 2. 

 

Fig. 1. The 3-nearest training documents of testing document d4 

Step 3: The testing document belonging to the category has the largest summing 
weight. 

(C) The Third Proposed Method for Text Categorization: 

Step 1: Select a predefined number of features based on the proposed feature selec-
tion method shown in formula (4) to reduce the number of features of each document. 
Step 2: The same as Step 2 of the second proposed method. 
Step 3: The testing document belonging to the category has the largest summing 
weight. 

5   Experimental Results 

In our experiment, we use the Reuters-21578 “top 10 categories” data set [4], [25] 
shown in Table 2 for dealing with the text categorization. 

Category 1 

d1 

d2 
d4

w3w2

w1

d3

Category 2 
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Table 2.  Top 10 categories of the Reuters-21578 data set [4], [25] 

Category Number of Training Documents Number of Testing  Documents 
Earn 2877 1083 
Acq 1650 719 

Money-fx 538 179 
Grain 433 149 
Crude 389 189 
Trade 368 117 

Interest 347 131 
Ship 197 89 

Wheat 212 71 
Corn 181 56 
Total 7769 3019 

We have implemented the proposed method by using MATLAB version 6.5 on a 
Pentium 4 PC. We use the Microaveraged F1 [2] for evaluating the performance of the 
proposed methods. Precision and Recall are defined as follows [2]: 

,
retrieved are that documents numberof total

relevant are that retrieved documents ofnumber 
Precision =  (8) 

.
relevant are that documents ofnumber  total

relevant are that retrieved documents ofnumber 
Recall =  (9) 

The relationship between the precision and the recall is characterized by a graph 
called the precision-recall curve. The F1 measure combines the precision and the recall 
defined as follows [2]: 

.
RecallPrecision

RecallPrecision2
1F

+

××
=  (10) 

For multiple categories, the precision, the recall, the microaveraged precision, the 
microaveraged recall, and the microaveraged F1 are calculated based on the global 
contingency matrix shown in Table 3, where 

,
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Table 3. The Contingency Matrix for a Set of Categories [2] 

Category C = {c1, c2, … c|c|} Predicted “YES” Predicted “NO” 

Actual class “YES” ∑=
c

i iaA  ∑=
c

i ibB  

Actual class “NO” ∑=
||c

i icC  ∑=
c

i idD  

In our experiment, we use the proposed three methods (i.e. the first proposed method, 
the second proposed method and the third proposed method) shown in Table 1 to com-
pare their performance for text categorization with the performance of the method pre-
sented in [4]. To compare the proposed three methods with the Dona’s Method [4], the 
microaveraged F1 is considered for comparing the system performances of different 
methods for text categorization. Table 4 shows the results of the Retuers-21578 top 10 
categories text categorization of the methods. The experimental results show that the 
proposed three methods (i.e. the first proposed method, the second proposed method 
and the third proposed method) get higher performances than that of Dona’s method [4]. 

Table 4. A comparison of the performance of categorizing Reuters-21578 top 10 categories 
data set for different methods 

                 Methods 
 

               F1 measure 
Categories 

Dona’s  method [4] 
The first          

proposed  method 
The second      

proposed method 
The third          

proposed method 

Earn 98.04 96.82 97.76 97.54 
Acq 96.67 89.2 95.43 95.56 

Money-fx 76.54 73.13 73.5 73.12 
Grain 57.47 57.41 60 59.67 
Crude 79.43 70.7 73.68 74.42 
Trade 85.60 65.63 70.72 72.44 

Interest 73.38 60.97 60.76 65.25 
Ship 68.75 84.85 85.71 86.75 

Wheat 48.39 39.27 44.25 47.01 
Corn 44.02 42.95 38.71 37.57 

Microaveraged F1 74.06 81.99 84.6 84.73 

6   Conclusions 

In this paper, we have presented a new feature selection method based on document 
frequencies and statistical values. We also have presented a new similarity measure to 
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calculate the degree of similarity between documents. Based on the proposed feature 
selection method and the proposed similarity measures between documents, we also 
have presented three methods to deal with the categorization of the Reuters-21578 top 
10 categories data set. The experimental results show that the proposed three methods 
get higher performance for text categorization than the method presented in [4]. 
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