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Abstract

Product reviews possess critical information regarding customers’ concerns and their experience with the product. Such information is
considered essential to firms’ business intelligence which can be utilized for the purpose of conceptual design, personalization, product
recommendation, better customer understanding, and finally attract more loyal customers. Previous studies of deriving useful informa-
tion from customer reviews focused mainly on numerical and categorical data. Textual data have been somewhat ignored although they
are deemed valuable. Existing methods of opinion mining in processing customer reviews concentrates on counting positive and negative
comments of review writers, which is not enough to cover all important topics and concerns across different review articles. Instead, we
propose an automatic summarization approach based on the analysis of review articles’ internal topic structure to assemble customer
concerns. Different from the existing summarization approaches centered on sentence ranking and clustering, our approach discovers
and extracts salient topics from a set of online reviews and further ranks these topics. The final summary is then generated based on
the ranked topics. The experimental study and evaluation show that the proposed approach outperforms the peer approaches, i.e. opin-
ion mining and clustering-summarization, in terms of users’ responsiveness and its ability to discover the most important topics.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

By taking advantages of the rapid development of infor-
mation technology, manufacturing firms are able to collect
customer information in a large scale in order to provide
strategic as well as technical support to their product
design and development and marketing and sales initia-
tives. A typical application centered on customer informa-
tion is customer relationship management (CRM) (Buttle,
2003; Kumar & Reinartz, 2005). It is often viewed as the
process of constructing a detailed database of customer
information and interactions, modeling customer behav-
iors and preferences based on such a database, turning
the predictions and insights into marketing and sales cam-
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paigns, and eventually aiming to achieve the strategic goals
of identifying, attracting and retaining customers (Berry &
Linoff, 1997; Ganapathy, Ranganathan, & Sankaranaraya-
nan, 2004; Tseng & Huang, 2004).

Statistical survey is a general approach widely applied to
gather customer information and study customer behaviors
(Bennekom, 2002; Fowler, 1995; Vavra, 1997). However,
previous studies of utilizing customer information mainly
focused on numerical and categorical data for the purpose
of product recommendation, personalization, and the anal-
ysis of factors that enhance customer loyalty (Lee, Lee, &
Park, 2007; Lin, 2007; Lin and Hong, 2008). Surprisingly,
textual data, which constitute a significant part of customer
information, have been somewhat ignored, until some
recent efforts (Gamon, Aue, Corston-Oliver, & Ringger,
2005; Hu & Liu, 2004a, 2004b; Lee et al., 2007; Lin,
2007; Zhan, Loh, & Liu, 2007). In comparison, numerical
and categorical data are well structured and organized in
ncerns from online product reviews – A ..., Expert Systems with
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Digital camera 1:

Feature: picture quality

Positive: 253 <individual review sentences> 

Negative: 6 <individual review sentences> 

Feature: size 

Positive: 134 <individual review sentences> 

Negative: 10 <individual review sentences> 

…

Fig. 1. An example output of opinion mining.
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databases, which make them relatively easy to be handled.
A few techniques are established for the analysis and man-
agement of these data, e.g. online analytical processing
(OLAP) and recently data mining (Berry & Linoff, 1997;
Berson & Smith, 1997; Fayyad, Piatetsky-Shapiro, &
Smyth, 1996; Han & Kamber, 2001; Thomsen, 2002). On
the contrary, textual data written in natural language are
usually stored as unstructured free texts or semi-structured
data. Handling of textual data demands indispensable
knowledge from different areas, e.g. database, information
retrieval, machine learning, and natural language process-
ing. Therefore, there exists is a greater level of difficulty
in handling textual information (Hearst, 1999; Lent, Agra-
wal, & Srikant, 1997; Merkl, 1998; Visa, 2001). Challenges
exist from computing perspectives to various issues in
human natural language processing.

Same as the numerical data, textual data offer rich infor-
mation in promoting business intelligence as well as com-
petitive intelligence, especially with the explosive growth
of web based enterprise applications. There has been an
increasing demand of advanced techniques to reduce the
time needed to acquire useful information and knowledge
from massive textual data, e.g. emails, memos, web pages
and even short messages. For example, with the rapid
development of e-Commerce and e-Business, it is common
that products are sold in the websites such as Amazon.com

and Walmart.com. Customers are either invited or sponta-
neously participate in writing reviews to share their experi-
ences, comments and recommendations with respect to
different products. Some consumers even act in a profes-
sional way to compare various similar products from differ-
ent brands and comment their pros and cons. For another
example, service department receives hundreds of emails
from customers daily regarding the company’s products
and services. These product reviews are invaluable for
designers and manufacturers to better understand their
customers’ concerns and make improvements accordingly.
Moreover, the reviews posted on the Web, e.g. open for-
ums, offer recommendations to potential buyers and often
guide their decision makings.

However, the processing of such precious information is
not a trivial task. The sheer number of customer reviews
can grow very quickly and it is time-consuming indeed to
read through all of them manually. How to deal with the
large amount of customer reviews and to extract useful
information from them has become an important but chal-
lenging task. Some previous work has been reported deal-
ing with online customer reviews. Most of them focused
on opinion mining (Dave, Lawrence, & Pennock, 2003;
Gamon et al., 2005; Hu & Liu, 2004b; Liu, Hu, & Cheng,
2005; Popescu & Etzioni, 2005; Turney, 2002). While these
investigations have accomplished some preliminary results
on counting positive and negative comments of reviews,
regrettedly, they are not able to extract the salient topics
and concerns across different review articles. Unlike these
studies, we provide an altertive but very different approach
in this study. We aim to gather customer concerns from
Please cite this article in press as: Zhan, J. et al., Gather customer co
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multiple online customer reviews using automatic text
summarization.

The rest of this paper is organized as follows. Section 2
reviews the related work in processing customer reviews.
Section 3 introduces the state-of-the-art of automatic text
summarization. Section 4 presents our summarization
approach based on documents’ internal topic structure.
We discuss various issues of how to discover the salient
topics mentioned in the review articles, the way to rank
these topics and how to assemble the final summary. Sec-
tion 5 describes the experimental study and results in eval-
uating our summarization approach. Section 6 concludes.
2. Processing of online customer reviews

Most existing work on processing online customer
reviews focuses on opinion mining which aims to discover
reviewers’ attitudes, whether positive or negative, with
respect to various features of a product, e.g. the laptop’s
weight and the picture quality of a digital camera (Hu &
Liu, 2004b; Popescu & Etzioni, 2005; Turney, 2002).
Fig. 1 gives an example output of opinion mining for a par-
ticular digital camera. In this output, picture quality and
(camera) size are the product features. There are 253 cus-
tomers reviews that have expressed positive opinions about
the picture quality, and only six with negative opinions.
The hindividual review sentencesi link points to the specific
sentences or reviews that give positive or negative com-
ments about the particular features.

However, it is noticed that although some customer
comments regarding product features cannot be labelled
as either positive or negative, they are still valuable. For
example, the following two sentences are extracted from
the customer reviews of mobile phone Nokia 6610 in
Hu’s corpus (Hu & Liu, 2004a):

#1: The phone’s sound quality is great.
#2: The most important thing for me is sound quality.

Both sentences discuss the product feature sound quality.
Unlike the first sentence, the second one does not offer any
ncerns from online product reviews – A ..., Expert Systems with
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attitude orientation, neither positive nor negative, when
referred to the specific phone Nokia 6610, yet it does pro-
vide valuable information for designers about what fea-
tures that consumers are really concerned about. Such
neutral comments and suggestions are currently not con-
sidered in the method of opinion mining.

Moreover, opinion mining focuses mainly on product
features, but product features cannot cover all significant
issues in customer reviews. Fig. 2 shows some sentences
extracted from the customer reviews of Nokia 6610. These
sentences all discuss flip phone and they reveal the realty
that consumers often perceive the same product from dif-
ferent perspectives. Some customers also elaborate on their
reasons of choices. This information is critical to under-
stand the rational of purchase and its decision making pro-
cess. However, in the method of opinion mining, such
important issues are not pointed out because flip phone is
simply not considered as an explicit product feature of a
particular mobile phone.

Due to the aformentioned reasons, we consider that
opinion mining is not enough to extract all important
information from customer reviews. In this study, we
intend to explore an alternative approach using automatic
summarization technique to identify and assemble salient
topic information from multiple online customer reviews
regarding one product.

3. Automatic text summarization

During the last decade, there has been much research
interest with automatic text summarization due to the
explosive growth of electronic documents online (Barzilay
& Elhadad, 1997; Gong & Liu, 2001; Hovy & Lin, 1997;
Yeh, Ke, Yang, & Meng, 2005). Some initial applications
are noted. For example, Google provides a short summary
for each retrieved document in the form of scraps related to
the query words. Another example is NewsInEssence
(http://www.newsinessence.com/) which is able to summa-
rize news articles from various sources.

There are two major groups of automatic summariza-
tion approaches: statistical methods and linguistic meth-
ods. Statistical methods are widely used because of their
robustness and independency of document genre. The first
– As much as I like Nokia phones the fl
you won’t scratch your screens/keys b
the time to prevent accidentally hitting

– Personally I like the Samsung phones 
flip phones so much more. 

– My past two phones were all flip ph
them.

– Nokia was my first non-flip phone, an
– This is probably your best bet if you

range, or like me, do not have the 
phones.

Fig. 2. Sentences discussing flip phone fr
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implementation can be traced back to Luhn’s work (Luhn,
1958) in which the author developed a method based on
frequency of words. Subsequent researchers extended
Luhn’s work to deal with more features in addition to fre-
quent words, e.g. title and heading words (Edmundson,
1969), sentence position (Hovy & Lin, 1997), indicator
phrases (Hovy & Lin, 1997), sentence length (Kupiec,
Pedersen, & Chen, 1995), etc. Linguistic methods present
a different way for summarization. The typical methods
include discourse structure (Mann & Thompson, 1988;
Marcu, 1999) and lexical chains (Barzilay & Elhadad,
1997).

Recently, as an outcome of the capability to collect large
sets of documents online, there is an increasing demand for
Multi-Document Summarization (MDS). Instead of focus-
ing only on single document, MDS is performed to deal
with multiple related documents (Mani & Bloedorn,
1999; McKeown & Radev, 1995), e.g. news articles regard-
ing an event from various sources. The most popular MDS
approach is clustering-summarization (Boros, Kantor, &
Neu, 2001; Maña-López, Buenaga, & Gómez-Hidalgo,
2004; McKeown & Radev, 1995; Radev, Jing, & Bud-
zikowska, 2004). The approach of clustering-summariza-
tion first separates a set of documents into several non-
overlapping groups of documents or sentences. Summari-
zation is then performed separately within each group.
There are two limitations to the clustering-summarization
approach when applied to the domain of customer reviews:

� The number of clusters is difficult to determine without
prior knowledge regarding the set of reviews. Inappro-
priately choosing this number will inevitably introduce
noisy information and reduce effectiveness.
� In clustering-summarization, the document set is split

into non-overlapping clusters and each cluster is
assumed to discuss one topic. However, in a real-world
set of reviews, topics often overlap with each other and
are not perfectly distributed in the non-overlapping clus-
ters of documents. Each topic is associated with various
reviews. Likewise, each review in the set possibly dis-
cusses several topics instead of only one because custom-
ers usually comment on various aspects of a product
rather than focus on one prespective.
ip phones are much better because a)
) you don’t need to lock your phone all
 the keys.  
better because I found myself liking the

ones, and I was beginning to tire of

d I'm glad I decided to go with them.
 are looking for a phone in this price
patience to deal with annoying flip

om customer reviews of Nokia 6610.
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Intranet and WWW

A set of customer
reviews
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In order to tackle the limitations of clustering-summari-
zation method, we propose a summarization approach
based on topical structure of reviews.
Extracting FSs and
equivalence classes

Ranking FSs and
equivalence classes

Pre-processing: stop
words removal,

stemming

Topic identification

Candidate sentence
extraction

Highlighting relevant
sentences for each

topic

FSs as topics Equivalence
classes as topics
4. Summarization based on topical structure

As discussed, the existing MDS approach of clustering-
summarization is weak to handle the structure within a
real-world document set, i.e. topics are not perfectly dis-
tributed in non-overlapping clusters of documents. This sit-
uation is more acute in the context of online customer
reviews, since the review articles are usually written in an
arbitrary style and tend to cover different topics. In this
study, we propose a summarization approach based on
the topical structure. The topical structure consists of a list
of significant topics that are extracted from a document set.
This topical structure is designed to reflect the real-world
situation, i.e. each topic can appear in various reviews
and each review can be associated with different topics.
The framework of our summarization approach is shown
in Fig. 3. Detailed steps are given as follows.
Multi-document
summary based on

topical structure

Post-processing

Redundancy reduction in
candidate sentences

Fig. 3. Summarization process based on topical structure.
4.1. Pre-processing

The summarization process starts with a set of customer
reviews as the input. These reviews are collected from
WWW or retrieved from Intranet, e.g. all customer emails
regarding a product. Pre-processing steps, including stop
words removal and word stemming (Porter, 1980), are first
applied to the review documents in order to reduce the
noisy information in the following processes. Previous
studies have demonstrated that these pre-processing steps
can improve the performance of text retrieval, classification
and summarization (Salton, Singhal, Mitra, & Buckley,
1997; Yang & Chute, 1994).

Stop words are those words which rarely contribute use-
ful information in terms of document relevance. Most stop
words are functional words which do not carry any mean-
ing, including articles, prepositions, conjunctions and some
other high-frequency words, such as a, the, of, and, I, it and
you. The assumption of stop words removal is that, when
assessing the contents of natural language, the meaning
can be conveyed more clearly, or interpreted more easily,
by ignoring the functional words. Removal of non-infor-
mative stop words has been a common technique in text
processing to reduce the noisy information and to improve
the accuracy (van Rijsbergen, 1979).

Word stemming is the process of reducing inflected or
derived words to their stem, base or root form. For exam-
ple, a stemming algorithm for English should stem the
words fishing, fished, fish and fisher to the root word, fish.
The most popularly used stemming algorithm is suffix
stripping algorithm, since it does not rely on a lookup table
that consists of inflected forms and root form relations
(Lovins, 1968; Porter, 1980). In suffix stripping algorithm,
a set of rules are stored which provide a path for the algo-
Please cite this article in press as: Zhan, J. et al., Gather customer co
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rithm, given an input word form, to find its root form.
Some examples of the rules include:

If the word ends in ed, remove the ed

If the word ends in ing, remove the ing

If the word ends in ly, remove the ly

Although suffix stripping algorithm is sometimes
regarded as crude given the poor performance when deal-
ing with exceptional relations (like ran and run), it is still
widely applied due to its easy implementation in automatic
text processing systems and has shown the capability to
reduce the redundancy and dimension of the document
space representation (Scott & Matwin, 1999; Sullivan,
2001). In this study, Porter’s Algorithm (Porter, 1980) is
applied for word stemming.
4.2. Topic identification

The key step of our approach is to identify significant
topics in the review set and generate the topical structure
based on these topics. Some work of topic identification
has been reported in previous literature. The typical
method is text segmentation, which is to segment the text
based on the similarity of adjacent passages and detect
ncerns from online product reviews – A ..., Expert Systems with
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the boundary of topics (Choi, 2000; Hearst, 1997; Moens &
Busser, 2001). This method works well for single docu-
ment. For multiple documents, however, it is hard to find
such straightforward boundaries.

Our process of topic identification is based on Frequent
word Sequences (Gustafsson & Gustafsson, 1994; Liu,
2005) and equivalence classes (Ahonen-Myka, 1999). A
FS is a sequence of words that appears in at least r docu-
ments in a document set (r is the threshold for supporting
documents). Algorithm 1 demonstrates the process to
extract all the FSs in a document set. The process starts
with collecting all the frequent word pairs, i.e. FSs with
length two. These FSs are then expanded with one more
word and therefore form a set of word sequences with
length three. All the FSs with length three are then
expanded. This process is iteratively performed until there
is no FS left for expansion. The threshold for supporting
documents is chosen according to the size of the document
set. For a moderate-sized document set, a low threshold is
chosen to let more important concepts surface. For a large
set, a high threshold may be considered to reduce noisy
information.

Algorithm 1. Discovery of all FSs in a set of documents

Input: D: a set of pre-processed documents, r: a fre-
quency threshold
Output: Fs: a set of frequent word sequences
// Initial phase: collecting all frequent pairs
– Sound quality  8,13,18,20,27,33,34,40 
– Battery life  2,5,10,13,17,18,26,28,29,30,37 
– Flip phone  4,18,26,33
– Nokia phone  1,2,16,17,18,31,37 
– Samsung phone  18,40 
– …

Fig. 4. Ranked topics from the review set of Nokia 6610.
1. For all the documents d 2 D
2. Collect all the ordered pairs and occurrence infor-

mation within d

3. Seq2 = all the ordered word pairs that appear in at
least r documents in D// Discovery phase: building
longer word sequences

4. k: = 2
5. Fs: = Seq2

6. While Seqk is not void
7. For all phrases s 2 Seqk

8. Let l be the length of the sequence s

9. Find all the sequences s0 such that s is a subse-
quence of s0. . . and the length of s0 is l + 1

10. For all s0

11. If s0 appears in at least r documents in D

12. S: = S [ {s0}
13. Fs: = Fs [ S
14. Seqk+1: = Seqk+1 [ S

15. k: = k + 1
16. Return Fs

After all FSs are extracted, they will be grouped into equiv-
alence classes (Ahonen-Myka, 1999; Yap, Loh, Shen, & Liu,
2006) according to their co-occurrences with each other in the
review set. All candidate FSs which appear in the same set of
reviews will be grouped into one equivalence class.
Please cite this article in press as: Zhan, J. et al., Gather customer co
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A FS or an equivalence class is considered as the repre-
sentative of one topic in a review set. In the following
experiments, we intend to compare the performance
between FSs and equivalence classes as topics. Topics are
ranked based on their scores. The score of a FS is calcu-
lated in the form of Eq. 1. The score of an equivalence class
equals to the average scores of its FSs.

score ¼ f � log2

N þ 1

n
� log2ðlþ 2Þ ð1Þ

where f is the frequency of the FS in the review set, N is the
total number of reviews, n is the number of reviews in
which this FS occurs, l is the length of the FS.

Fig. 4 shows some top ranked topics extracted from the
review set of Nokia 6610 and review IDs with respect to
these topics. As can be seen, review 18 has comments
regarding all the topics and some other reviews are also
associated with multiple topics. The approach of cluster-
ing-summarization is unable to handle this situation since
clustering this collection into non-overlapping groups will
cut off the relationship among reviews.

4.3. Candidate sentence extraction

For each topic in a collection, all relevant sentences are
extracted and added into a pool as candidate segments of
final summary until the expected summary length is
reached. Each sentence will be accompanied by a label
including its source review ID. The method of Maximal
Marginal Relevance (MMR) is implemented to reduce
the redundancy in the sentence selection process (Carbonell
& Goldstein, 1998). MMR intends to balance the trade-off
between the centrality of a sentence with respect to the
topic (the first part in Eq. 2) and its novelty compared to
the sentences already selected in the summary (the second
part in Eq. 2), i.e. to maximize the marginal relevance in
the following form:

MRðsiÞ ¼ Simðsi;CÞ �max
sj2S

Simðsi; sjÞ ð2Þ

where si is a candidate sentence, C is the set of relevant sen-
tences to a particular topic, S is the set of sentences already
included in the summary. With regard to Sim, we adopt a
cosine similarity measure between sentence vectors. Each
element of a sentence vector represents the weight of a
word-stem in a review document after removing stop
words.
ncerns from online product reviews – A ..., Expert Systems with
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4.4. Post-processing and final presentation

The final step is to regenerate sentences from the candi-
date sentences and present the summary output to users.

Fig. 5 shows an example of the summary presented to
readers. Topics are ranked according to their saliency in
the review set. Reviews relevant to each topic have been
identified and hyperlinked, with their IDs included in the
parenthesis following the topical phrase, to make it easy
for users to browse the details of each review article. If
users are interested in a particular topic, they can click
the unfolding button prior to the topical phrase to expand
this topic and the detailed information will then be pre-
sented. In Fig. 5, the topic flip phone is expanded and all
the relevant sentences to this topic are displayed along with
reviews’ IDs.
5. Experimental study and results

The summarization performance was compared with the
approaches of opinion mining and clustering-summariza-
tion. The data sets used in the experiment included five sets
from Hu’s corpus (Hu & Liu, 2004b) and three sets from
Amazon.com. These document sets were moderate-sized
with 40 to 100 documents per set. The example output of
opinion mining is given in the Fig. 1. The summary gener-
Fig. 5. Summarization output for the review set of Nokia 6610.

Please cite this article in press as: Zhan, J. et al., Gather customer co
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ated by clustering-summarization is divided into clusters,
as shown in Fig. 6 (only three clusters are shown here).
The summary generated by our approach based on topics
is presented in the form of Fig. 5.

Summarization performance was evaluated according to
users’ responsiveness. Human assessors were required to
give a score for each summary based on its content and
coverage of important topics in the review set. The score
was an integer between 1 and 5, with 1 being the least
responsive and 5 being the most responsive. In order to
reduce bias in the evaluation, three human assessors from
different background joined the scoring process. For one
set, all the peer summaries were evaluated by the same
human assessor so that the hypothesis testing (paired t-test)
could be performed to compare the peer summaries.

Table 1 shows the average responsiveness scores of opin-
ion mining, clustering-summarization and our approach
(using FSs and equivalence classes as topics) across all
the review sets. Table 2 presents the results of paired t-test
between our approach (using FSs as topics) and other
methods. The comparison between FSs and equivalence
classes as topics is also presented in Table 2.

It could be found that our approach based on topical
structure performed significantly better than other peer
methods (Tables 1 and 2). The clustering quality of cus-
tomer reviews was also analyzed in this experiment. As
shown in Tables 1 and 2, it was also found that using
FSs as topics was significantly better than equivalence clas-
ses with the p-value of 0.0008 in paired t-test. Review writ-
ers usually write in an arbitrary style and cover different
topics in a review (these topics may have little sensible rela-
tionship among each other). Therefore, using equivalence
classes might introduce much noisy information in the
domain of customer reviews, since equivalence classes
group topics based on their co-occurrences.

Table 3 shows the intra-cluster similarity and inter-clus-
ter similarity for the review set of Nokia 6610. As can be
seen, there was not much difference between intra-cluster
similarity and inter-cluster similarity, especially for clusters
4 and 5 which were the two major clusters in the set. This
implied that the real-world review sets were difficult to be
clustered into non-overlapping clusters.

In the aforementioned experiments, for each document
set, our approach generated the summary based on the
top 10 salient topics. The number of topics in the summary
would probably affect the summarization performance,
which is similar to the concept of compression ratio in sum-
marization (Mani, 2001). Too short summaries discard a
lot of useful information, while too long summaries cost
more reading time. The summarization system should find
an optimal summary length so that important information
is kept and the reading time is reduced to minimal. In our
case, it is necessary to find an optimal number of topics in
the summary. Therefore, we varied the number of topics to
three levels: 5, 10 and 20, and investigated their effects on
summarization performance. The experimental result is
given in Table 4.
ncerns from online product reviews – A ..., Expert Systems with



Cluster 1 (4 reviews) 

Sound - excellent polyphonic ringing tones are very nice (check cons) it also doubles as a radio, 
which is a nice feature when you are bored. 

Cons: ring tones only come with crazy songs and annoying rings, there is only one ring that sounds
close to a regular ring. 

… 

Cluster 2 (3 reviews) 

Nice and small and excellent when it comes to downloading games, graphics and ringtones from 
www.crazycellphone.com I thought this was the ultimate phone when it comes to basic features, but I 
was disappointed when I saw that it was only a gsm comaptible phone. 

… 

Cluster 3 (17 reviews) 

I've had an assortment of cell phones over the years (motorola, sony ericsson, nokia etc.) and in my 
opinion, nokia has the best menus and promps hands down.

No other color phone has the combination of features that the 6610 offers.

From the speakerphone that can be used up to 15 feet away with clarity, to the downloadable poly-
graphic megatones that adds a personal touch to this nifty phone. 

… 

Fig. 6. Summary generated by the method of clustering-summarization for the review set of Nokia 6610 (Only three clusters are shown here).

Table 1
Average responsiveness scores

Methods Responsiveness score

Opinion mining 2.9
Clustering-summarization 2.3
Our approach FSs 4.3

Equivalence classes 2.6

Table 2
Hypothesis testing (paired t-test)

P-value

Our approach (Gustafsson & Gustafsson) vs. opinion
mining

1.91 � 10�3

Our approach (Gustafsson & Gustafsson) vs. clustering-
summarization

2.43 � 10�4

Our approach FSs vs. equivalence classes 7.68 � 10�4

Null hypothesis (H0): There is no difference between the two methods.
Alternative hypothesis (H1): The first method outperforms the second

one.

Table 3
Intra-cluster similarity and inter-cluster similarity of the review set Nokia
6610 (41 reviews, 5 clusters)

Cluster ID Size Intra-cluster similarity Inter-cluster similarity

1 2 0.684 0.343
2 4 0.592 0.431
3 3 0.606 0.454
4 17 0.692 0.546
5 15 0.645 0.553

Table 4
Hypothesis testing (paired t-test)

P-value

Our approach 10 topics vs. 5 topics 1.06 � 10�4

Our approach 20 topics vs. 10 topics 0.175

Null hypothesis (H0): There is no difference between the two methods.
Alternative hypothesis (H1): The first method outperforms the second

one.
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As can be found, increasing the number of topics from 5
to 10 could significantly improve the summarization per-
formance, while there was no significant difference between
10 and 20 topics. The experimental results may suggest that
for the moderate-sized document sets in our experiments,
the top 10 topics are enough to cover the most important
information and are sufficient to satisfy the information
need for most readers.
6. Conclusion

Due to the vast growth of Web application, e.g. open
discussion forum and personal Blogs, online customer
reviews have emerged as a new and valuable source for
product designers. In our study, summarization of online
customer reviews is defined as a process to transfer reviews
from unstructured free texts to a structured or semi-struc-
tured summary which has extracted salient customer con-
cerns across multiple reviews. The automation of this
process, in the context of e-Commerce and e-Business,
ncerns from online product reviews – A ..., Expert Systems with
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should be able to assist product designers to better under-
stand the customer needs and to facilitate enterprise infor-
mation management.

In this study, we propose an approach to automatically
summarize multiple customer reviews based on their inter-
nal topic structure. To acknowledge the fact that topics
often overlap with each other in a real-world reviews, we
extract topics across reviews, instead of dividing reviews
into several non-overlapping clusters. Our experimental
study and its evaluation results have demonstrated that
the proposed approach can achieve better summarization
performance and users’ satisfaction when compared to
the approaches of opinion mining and clustering-summari-
zation. Moreover, our approach is able to address the con-
cerned issues from different parties who may be potentially
interested, e.g. consumers, distributors and manufacturers.
Potential consumers usually concentrate on the positive or
negative comments given by previous consumers. Design-
ers and manufacturers, on the other hand, may be more
concerned about the overall important issues and the rea-
sons that customers favor or criticize their products.

Through this work, we have addressed the challenge of
information overload facing product designers by provid-
ing an automatic text summarization approach. As shown
in Fig. 5, summarization of customer reviews presents a
better structured and purified output compared to the
source articles. Looking beyond this work, the emergence
of Blogs and e-Opinion portals has offered customers novel
platforms to exchange their experiences, comments and
recommendations. Reviews for a particular product may
be written in some different styles and logged in distributed
sources, e.g. Amazon.com and Epinions.com. How to inte-
grate the concerns in product reviews from different
sources and written in different styles will be the focus of
our future research.
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