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Abstract. Authorship attribution is the task of identifying the author of a given 
text. The main concern of this task is to define an appropriate characterization 
of documents that captures the writing style of authors. This paper proposes a 
new method for authorship attribution supported on the idea that a proper iden-
tification of authors must consider both stylistic and topic features of texts. 
This method characterizes documents by a set of word sequences that combine 
functional and content words. The experimental results on poem classification 
demonstrated that this method outperforms most current state-of-the-art ap-
proaches, and that it is appropriate to handle the attribution of short docu-
ments. 

1 Introduction 
Authorship attribution is the task of identifying the author of a given text. It can be 
considered as a typical classification problem, where a set of documents with known 
authorship are used for training and the aim is to automatically determine the corre-
sponding author of an anonymous text. In contrast to other classification tasks, it is 
not clear which features of a text should be used to classify an author. Consequently, 
the main concern of computer-assisted authorship attribution is to define an appro-
priate characterization of documents that captures the writing style of authors. 

There are several methods for authorship attribution, ranging from those using 
stylistic non-topic features such as the vocabulary richness of the author and the 
frequency of occurrence of some functional words1 [12], to those based on the tradi-
tional bag-of-words representation that consider all content words of documents [5, 
8]. In this paper, we propose a new method for authorship attribution. This method 
relies on the hypothesis that a proper identification of authors must consider both 
stylistic and topic features of texts. Therefore, an adequate characterization of docu-
ments must effectively combine functional and content words. Our proposal is to 
construct this characterization by means of word sequences. 

                                                           
1 Words having little semantic content of their own, such as prepositions, conjunctions, and 

articles. In information retrieval, they are also known as stopwords. 



It is important to mention that word sequences (specially, fixed-length word n-
grams) have been applied without much success in topic-based text classification [3]. 
Nevertheless, there are not enough studies on their application to non-topic-based 
classification, and in particular to the task of authorship attribution [10]. 

On the other hand, other less studied difficulty is the impact of the document size 
on the classification accuracy. It is known that some approaches for authorship attri-
bution are very sensible to the length of documents. Specially, the methods based on 
stylistic features tend to fail when confront short documents [11]. This behavior 
motivates us to apply our method on the classification of poems by authors. Given 
that poems are very short documents, our experiments not only contribute to evaluate 
the usefulness of word sequence features for authorship attribution, but also allow 
analyzing their appropriateness to handle difficult classification scenarios. 

The rest of the paper is organized as follows. Section 2 discusses some previous 
works related to the task of authorship attribution. Section 3 introduces the proposed 
method. Section 4 describes the experimental setup. Section 5 presents some experi-
mental results on the use of word sequences features. Finally, section 6 depicts our 
conclusions and future work. 

2 Related Work 
The analysis of style for authorship attribution is mainly based on the assumption 
that each author has habits in wording (i.e., in the use of words) that make their writ-
ing unique. However, this assumption is not completely true, since the style of an 
author may be variable depending on the target audience, or may change because of 
differences in topics or genre. For this reason, it is difficult to determine a set of 
features stable to these variations but adequate to distinguish between writings of 
different authors. 

There are several methods for authorship attribution. These methods may be clus-
ter in the following three main approaches: 

Stylistic measures as document features. This approach considers features such 
as the length of words and sentences as well as the richness of the vocabulary [7, 9]. 
It results are not conclusive, but have demonstrated that these features are not suffi-
cient for the task. It seems that they vary depending on the genre of the text, and that 
they lost most of their meaning when dealing with short texts. 

Syntactic cues as document features. This approach uses a set of style markers. 
These markers go beyond the stylistic measures by integrating information related to 
structure of the language, which is obtained by an in depth syntactic analysis of 
documents [4, 5, 11]. Basically, texts are characterized by the presence and fre-
quency of certain syntactic structures. This characterization is very detailed and rele-
vant; unfortunately, it is computationally expensive and even impossible to build for 
languages lacking of text-processing resources (e.g. POS tagger, syntactic parser, 
etc.). Besides, it is also clearly influenced by the length of documents. 

Word-based document features. This approach includes at least three different 
kinds of methods. The first one characterizes documents using a set of functional 
words, ignoring the content words since they tend to be highly correlated with the 
document topics [2, 12]. This method works properly, but it is also affected by the 
size of documents. In this case, the document length not only influences the fre-



quency of occurrence of the functional words but also their sole presence. The sec-
ond method applies the traditional bag-of-words representation and uses single con-
tent-words as document features [5, 8]. It is very robust and produces excellent re-
sults when there is a noticeable relation between authors and topics. Finally, a third 
method considers word n-gram features, i.e., features consisting of sequences of n 
consecutive words. This method attempts to capture the language structure of texts 
by simple word sequences instead of by complex syntactic structures [10]. Some-
how, it purpose is to obtain a rich characterization of texts without performing an 
expensive syntactic analysis. Nevertheless, due to the feature explosion, it tends to 
use only n-grams up to three words. 

In general, our method is very similar to the n-gram based approach. In both 
cases, documents are characterized by a combination of function and content words. 
However, ours considers a special kind of word sequences (namely, maximal fre-
quent word sequences), which are determined by their frequency of occurrence in-
stead of by their length. Using this strategy, it selects the most relevant word se-
quences, and indirectly tackles the problem of feature explosion. The following sec-
tion describes in detailed the proposed method. 

3 Our Method 
As we previously mentioned, this paper presents a new method for authorship attri-
bution. This method characterizes documents by a set of relevant sequences that 
combine functional and content words. The idea is to use these sequences to classify 
the documents in view that they express the more significant lexical collocations2 
used by an author. Traditionally, these sequences are extracted by applying a general 
n-gram calculus. In contrast, we propose to discover them by means of a process for 
mining maximal frequent word sequences. 

The following subsections define the maximal frequent word sequences, the proc-
ess for their extraction, as well as a classification algorithm using them as document 
features. 

3.1 Mining Maximal Frequent Word Sequences 

Assume that D is a set of texts (a text may represent a complete document or even 
just a single sentence), and each text consists of a sequence of words. Then, we have 
the following definitions [1]. 
Definition 1. A sequence p = a1…ak is a subsequence of a sequence q if all the items 
ai, 1 ≤ i ≤ k, occur in q and they occur in the same order as in p. If a sequence p is a 
subsequence of a sequence q, we also say that p occurs in q.  
Definition 2. A sequence p is frequent in D if p is a subsequence of at least σ texts of 
D, where σ is a given frequency threshold. 
Definition 3. A sequence p is a maximal frequent sequence in D if there does not 
exist any sequence p´ in D such that p is a subsequence of p´ and p´ is frequent in D. 

                                                           
2 A collocation is defined as a sequence of words or terms that co-occur more often than 

would be expected by chance. 



Once introduced the maximal frequent word sequences, the problem of mining 
them can formally state as follows: Given a text collection D and an arbitrary integer 
value σ such that 1 ≤ σ ≤ |D|, enumerate all maximal frequent word sequences in D.3 

It is important to mention that the implementation of a method for sequence min-
ing is not a trivial task because of its computational complexity. The algorithm used 
in our experiments is described in [6]. 

3.2 Classification Algorithms 

Authorship attribution is a classification problem, where a set of documents with 
known authorship are used for training and the aim is to automatically determine the 
corresponding author of an anonymous text. Table 1 shows a direct classification 
algorithm based on the use of maximal frequent word sequences as document fea-
tures. 

Table 1. Direct Algorithm 

Let DT be the set of labeled documents that will be used for training 
Let d be an anonymous document 
TRAINING 

1. Set the value of the frequency threshold σ 
2. Enumerate all maximal frequent word sequences in DT corresponding to 

the given frequency threshold 
3. Build the training instances using the discovered word sequences as Boo-

lean features 
4. Give the learning algorithm the training instances and perform training 

CLASSIFICATION 
1. Build the representation of d in accordance to the training feature space 
2. Let the trained classifier label the new instance 

 
The proposed direct algorithm is conceptually simple and appropriate. However, it 

greatly depends on the adequate definition of the frequency threshold σ. It is ex-
pected that different values of σ generate different sets of word sequences, and con-
sequently produce different performance rates. For instance, low σ-values allow 
extracting large sequences and favor the precision rate, while high σ-values tend to 
generate many short sequences that support the recall percentage. Unfortunately, the 
most adequate σ-value is influenced by the size of the given document collection, 
and therefore it need to be empirically determined for each particular situation.  

In order to reduce the dependency of the classification performance to the used 
frequency threshold, we propose to construct the feature set by combining the maxi-
mal frequent sequences extracted by different σ-values. The idea is to construct the 
feature set by an iterative process, incrementing the σ-value at each step. This proc-
ess starts with the inclusion of sequences corresponding to the frequency threshold σ 
= 2, and ends when there are not more lexical collocations (sequences of at least two 
words) to aggregate to the feature set. Table 2 describes the enhanced algorithm. 

                                                           
3 It is important to notice that a maximal frequent sequence may consist of only one single 

word. 



Table 2. Enhanced Algorithm 

Let DT be the set of labeled documents that will be used for training 
Let d be an anonymous document 
TRAINING 

1. Set the value of the frequency threshold σ = 2 
2. Set the feature set F1 = {∅} 
3. DO 

a. Enumerate all maximal frequent word sequences in DT correspond-
ing to the frequency threshold σ. Name the set of sequences Sσ 

b. Integrate new sequences to the feature set, i.e., Fσ = Fσ-1 ∪ Sσ 
c. Increment the frequency threshold; i.e., σ = σ + 1 

     WHILE (Sσ-1 contain at least one sequence of two or more words not in-
cluded in Fσ-2) 

4. Build the training instances using the discovered Boolean features 
5. Give the learning algorithm the training instances and perform training 

CLASSIFICATION 
1. Build the representation of d in accordance to the training feature space 
2. Let the trained classifier label the new instance 

 

4 Experimental Setup 

4.1 Corpus 

Unfortunately, there is not a standard data set for evaluating authorship attribution 
methods. Therefore, we had to assemble our own corpus. This corpus was gathered 
from the Web. It consists of 353 poems writing by five different authors. Table 3 
resumes some statistics about this corpus. It is important to notice that, on the one 
hand, the collected poems are very short documents (176 words in average), and on 
the other hand, that all of them correspond to contemporary Mexican poets. In par-
ticular, we were very careful on selecting modern writers in order to avoid the identi-
fication of authors by the use of anachronisms. 

Table 3. Corpus Statistics 

Poets Number of
documents

Size of 
Vocabulary

Number of
Phrases 

Average 
Words by 

Documents 

Average 
Phrases by 
Documents 

Efraín Huerta 48 3831 510 236.5 22.3 

Jaime Sabines 80 3955 717 155.8 17.4 

Octavio Paz 75 3335 448 162.6 27.2 

Rosario Castellanos 80 4355 727 149.3 16.4 

Rubén Bonifaz 70 4769 720 178.3 17.3 

 



4.2 Classifier 

The Naïve Bayes classifier has proved to be quite competitive for most text process-
ing tasks including text classification. This fact supported our decision to use it as 
main classifier for our experiments. It basically computes the probability of a docu-
ment d to belong to a category ci given the set of features F = {f1, f2,…, f|F|}.4 This 
probability can be expressed using Bayes’ rule as follows: 
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where N is the number of documents in the whole collection, Ni the number of 
documents of category ci, and Nji the number of documents from category ci having 
the feature fj. Finally, |F| indicates the number of features. 

4.3 Baseline Configurations 

Because of the difficulty of comparing our approach with other previous works –
mainly caused by the absence of a standard evaluation corpus–, we performed sev-
eral experiments in order to establish a baseline. These experiments consider the use 
of four different kinds of word-based features: (i) functional words, (ii) content 
words, (iii) the combination of functional and content words, and (iv) word n-grams. 
Table 4 shows the results corresponding to each one of these approaches. 

Table 4. Baseline Configurations 

Features Accuracy 
Average 
Precision 

Average 
Recall 

Functional words 41.0% 0.42 0.39 
Content words 73.0% 0.78 0.73 
All kind of words 73.0% 0.78 0.74 
n-grams (unigrams plus bigrams) 78.8% 0.84 0.79 
n-grams (from unigrams to trigrams) 76.8% 0.84 0.77 

 
It is important to mention that because our main interest was to determine an ap-

propriate document characterization for authorship attribution, we used in all cases 
the same classification algorithm, namely, the naïve Bayes classifier. As well, we 
applied the same technique for dimensionality reduction (information gain) and the 
same evaluation schema (a 10-cross-fold validation).  

                                                           
4 Text classification is the problem of assigning a document d to one of a set of |C| predefined 

categories C = {c1, c2,…, c|C|}. 



The results shown in table 4 are very interesting since they confirm some of our 
major assumptions. First, functional words by themselves do not help to capture the 
writing style from short documents. Second, content words contain some relevant 
information to distinguish between authors, even when all documents correspond to 
the same genre and discuss similar topics. Third, the lexical collocations, captured by 
word n-gram sequences, are useful for the task of authorship attribution. Fourth, due 
to the feature explosion and the small size of the corpus, the use of higher n-gram 
sequences not necessarily improves the classification performance. 

5 Experimental Results 
In this paper, we have proposed the use of maximal frequent word sequences as 
document features for authorship attribution. This section presents the results of two 
basic experiments. The first one evaluates the classification performance of the direct 
algorithm using different frequency thresholds (σ). The second experiment applies 
the enhanced algorithm. It goal is to evaluate the impact of using a feature set that 
combines maximal sequences extracted by different σ-values.  

In these experiments, as in the baseline generation, we used sequences consider-
ing not only content words, but also function words as well as punctuation marks. In 
the same way, we used the naïve Bayes classifier, the information gain technique for 
dimensionality reduction5, and a 10-cross-fold validation schema. 

5.1 Experiments with the Direct Algorithm 

Table 5 shows the results obtained using different frequency threshold values. It can 
be noticed that for all σ-values our results were worst than those obtained using the 
n-gram features (combining unigrams and bigrams). However, it is interesting to 
point out that number of sequences –for the best case– was much less than the num-
ber of n-grams, 4276 and 45245 respectively. Moreover, after the dimensionality 
reduction, the number of sequences was less than the number of n-grams, 203 and 
455 respectively. This condition indicates that even when our method did not outper-
form the n-gram based approach, it could obtain a reduced set of features with better 
discrimination capacity. 

Table 5. Results of the Direct Algorithm 

σ 
Number of
Sequences 

Average 
Words per 
Sequence 

Accuracy Average 
Precision 

Average
Recall 

2 141 2.59 68.60% 0.76 0.69 
3 203 2.32 77.30% 0.82 0.77 
4 225 2.26 77.30% 0.82 0.77 
5 195 1.67 77.10% 0.81 0.77 
6 156 1.59 75.40% 0.79 0.75 
7 129 1.57 74.80% 0.78 0.74 
8 124 1.50 74.20% 0.76 0.74 
9 105 1.46 71.40% 0.73 0.71 
10 94 1.45 70.50% 0.72 0.70 

                                                           
5 In particular, we selected all attributes with information gain greater than 1. 



In addition, the results of table 5 demonstrate the great influence of the frequency 
threshold on the classification process. It is clear that the σ-value determines the 
number and kind of discovered sequences, and therefore, it has a direct effect on the 
overall classification performance. In particular, it is noticeable that the accuracy 
decreases while increasing the frequency threshold. This is because high σ-values 
tend to fragment sequences, losing several relevant lexical collocations. 

5.2 Experiment using the Enhanced Algorithm 

The enhanced algorithm (refer to section 3.2) constructs the feature set by combining 
maximal frequent sequences corresponding to different σ-values. In this way, it at-
tempts diminishing the dependency of the classification performance on the used 
frequency threshold. Table 6 gives some data on the construction of the feature set. 
This process started with the inclusion of large sequences (those having more dis-
criminatory capacity) and ended with the insertion of short sequences (those having 
more coverage). In total, we assembled a set of 425 features. 

Tabla 6. Construction of the Enhanced Feature Set 

σ Extracted
Sequences 

Added 
Sequences 

Average
Length of 

Added 
Sequences 

Number 
of Features 

2 141 141 2.58 141 
3 203 100 1.71 241 
4 225 80 1.76 321 
5 195 53 1.74 374 
6 156 23 1.35 397 
7 129 13 1.46 410 
8 124 12 1.25 422 
9 105 3 1 425 

 
Table 7 shows the results related to the enhanced algorithm. From these results, it 

is clear that the enhanced algorithm not only does better than the direct algorithm, 
but also that it outperforms all baseline configurations. Furthermore, given that the 
resultant feature set is comparable in size to the n-gram set, the obtained results vali-
date our hypothesis that determining the word sequences by their frequency of occur-
rence instead of by their length is a good strategy, which allows to select the most 
relevant word sequences and to tackle the problem of feature explosion. 

Table 7. Results of the Enhanced Algorithm 

Poets Precision Recall 
Efraín Huerta 1.00 0.75 
Jaime Sabines 0.83 0.83 
Octavio Paz 0.95 0.75 
Rosario Castellanos 0.65 0.91 
Ruben Bonifaz 0.94 0.87 
Average Rates 0.87 0.82 
Overall Accuracy 83% 

 



6 Conclusions 
In this paper, we proposed a new method for authorship attribution. This method is 
supported on the idea that a proper identification of author must consider both stylis-
tic and topic features of documents. In particular, it characterizes the documents by a 
set of word sequences that combine functional and content words.  

Other previous approaches for authorship attribution also characterized documents 
by word sequences. Specifically, they used word n-gram features, that is, word se-
quences of a fixed predefined size. In contrast to these approaches, our method con-
siders a special kind of word sequences (namely, maximal frequent word sequences), 
which are determined by their frequency of occurrence instead of by their length. 
The experimental results demonstrated that this kind of sequences are superior to the 
n-grams, since they allow capturing the more significant lexical collocations used by 
an author. 

It is also important to mention that our method, without using any sophisticated 
linguistic analysis of texts, could outperform most of the state-of-the-art approaches 
for authorship attribution. Furthermore, our method, contrary to other current ap-
proaches, is not very sensitive to the size of documents and the document collection.  

As future work, we plan to apply the proposed method (document characteriza-
tion) to other problems of text classification. In particular, we want to investigate the 
contribution of function words to topic-based text classification. 
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